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Abstract

We have generalized the Ramsey interference effect, a widely used spectroscopic tool
in atomic physics, to quantum systems with a continuous frequency/energy spec-
trum. This generalization provides a method to probe new dynamical features of
quantum mesoscopic systems by monitoring the time delay between two identically
shaped pulses. By exploring the contrast of the Ramsey interference pattern, we have
been able to access various dephasing processes affecting the quantum behavior of
quasiparticles in mesoscopic conductors.

We have shown how the Ramsey interference pattern modifies the probability to
create electron-hole pairs for the specific case of a tunnel junction as a working ex-
ample of mesoscopic conductor. We have established a useful connection between this
probability and the measurable power spectrum (shot noise).

Those general results have been implemented in the case of the dephasing induced
on electron-hole pairs by an ohmic environment. We have found that the crossover
between high and low impedances (e.g. between Coulomb blockade regime and Johnson
noise) can be described using the corresponding behavior of a quantum Brownian
particle, and it can be monitored by means of the time delay between the pulses in the
Ramsey experimental setup.

Furthermore, we have implemented the Ramsey interference setup in order to in-
vestigate the dynamical amplification of vacuum fluctuations in the Schwinger and the
dynamical Casimir effects, thus showing that Ramsey interference is useful to study
a wide range of driven quantum systems beyond two-level systems as used in atomic
spectroscopy.

Finally, we have found that the Schwinger effect can be understood as a two-level
system which can be realized, for instance, by means of a NMR setup. This allows for
further investigations of the so far, elusive Schwinger effect.
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Abbreviations and Notations

TLS two-level system

QED quantum electrodynamics

NMR nuclear magnetic resonance

PDF probability distribution function

e-h electron-hole

e-p electron-positron

T tunneling matrix element

Vdc dc voltage

V (t) time dependent voltage

φ(t) phase of the tunnel junction φ(t) = e
~
∫ t
V (t′)dt′

ρ density of states

S(Ω) current noise at frequency Ω

shot noise current noise at zero frequency S(Ω)→ 0

PLR(∆ε) probability to create an electron in the left lead and a hole in the right lead
as a function of the e-h pair energy ∆ε

PRL(∆ε) probability to create an electron in the right lead and a left in the right lead
as a function of the e-h pair energy ∆ε

εLk energy of an electron in the left lead with momentum k

εRq energy of an electron in the right lead with momentum q

~σ vector of the Pauli matrices ~σ = (σ1, σ2, σ3)

σ1 first Pauli matrix σ1 =

(
0 1
1 0

)
σ2 second Pauli matrix σ2 =

(
0 −i
i 0

)
σ3 third Pauli matrix σ3 =

(
1 0
0 −1

)
h Planck’s constant h = 6.62× 10−34m2kg/sec

~ reduced Planck’s constant ~ = h/2π

RK = h/e2 = 25.8 kΩ quantum of resistance
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Chapter 1

Introduction

An interesting consequence of quantum field theory is that something can be created
from nothing. By dynamically amplifying quantum fluctuations, particles can be cre-
ated from the vacuum. So far, static quantum effects such as the Casimir force and the
Lamb shift have been verified experimentally [13, 14]. Dynamical amplification mech-
anisms such as the Schwinger [1], Unruh and dynamical Casimir effects are difficult to
observe due to the extreme conditions under which they become noticeable. For ex-
ample, the Schwinger effect requires strong laser intensities (of the order 1029 W/cm2)
[19], the Unruh [2, 3] and dynamical Casimir [4] effects require motion with veloci-
ties close to the speed of light. Recently, the dynamical Casimir effect was claimed
to be demonstrated in a superconducting circuit [17]. In this work we use Ramsey
interferometry to explore the dynamical effects of the vacuum.

In this work we use Ramsey interferometry to explore the dynamical effects of the
vacuum. Interferometry is a powerful investigative method abundant in many fields
of science and engineering. Typically, an interferometer measure the phase difference
between two paths. The origin of the phase shift depends on the physical system
being studied, thereby providing a probe for the system’s parameters and relevant
physics. The representative example of a spatial interferometer is the MachZehnder
interferometer, in which the interference is between two spatially distinct paths. Its
analog in the time domain is the Ramsey interferometer.

Ramsey experiments are commonly used in atomic systems to perform accurate
spectroscopy [18]. Here, we generalize Ramsey interference to quantum fields, i.e. to
systems with a continuous energy spectrum. Hence, we show that Ramsey interference
is a generic effect for driven quantum systems, not only for two-level systems (TLS),
and that it is a manifestation of the interference between two quantum amplitudes.
Moreover, we implement Ramsey interferometry in systems where the amplification
effect is measurable.

Chapter 2 is an introduction to Ramsey interference in two-level systems. It
presents an intuitive picture as a two slit experiment in time instead of space. This
picture will guide us throughout the work.

Chapter 3 is the main part of this work. We implement Ramsey interference
in quantum mesoscopic systems. It provides a method to probe dynamics in quan-
tum mesoscopic systems which yields new results. Using Ramsey interference allows
us to explore the time-dependence of dephasing effects of quasi-particles in a meso-
scopic conductor. We investigate the dephasing effects of an ohmic environment on an
electron-hole pair in a tunnel junction and find that the crossover between high and
low impedance corresponds to the crossover between the ballistic and diffusive motion
of a quantum brownian particle.

In the remaining chapters we implement the concept of Ramsey interference to two
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completely different systems, thus demonstrating the generality of the effect. Chapter
4 considers the Schwinger effect i.e. the creation of electron-positron pairs from the
QED vacuum by a strong electric field. We demonstrate how the Schwinger effect
can be described by a TLS with time-dependent energy bias. Thus, we show that the
Schwinger effect can be modeled by a simple TLS such as used in NMR. We make use
of our knowledge from NMR physics to generate Ramsey interference in the probability
to create electron-positron pairs and to elucidate its intricate nature [19].

In Chapter 5 we considers the dynamical Casimir effect in the creation of photons
from the QED vacuum by a time-dependent boundary condition. We show how Ram-
sey interference can be induced in the number of photons. This serves as a simple
example for a generalization of Ramsey interference to quantum fields.
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Chapter 2

Ramsey interference –
Introduction

2.1 Ramsey interference in two-level systems

Ramsey experiments are commonly used in atomic systems to perform accurate spec-
troscopy. In this section we review the usual description of Ramsey interference for
two-level systems (TLS) [18]. Consider a TLS with energy bias ω0 perturbed by a
field with frequency ω. The amplitude of the driving field is ω1. It is described by the
Hamiltonian

H =
~
2

(
ω0 2ω1(t) cosωt

2ω1(t) cosωt −ω0

)
. (2.1)

The original Ramsey experiment consisted of a spin 1
2 in a constant magnetic

field in the z direction, thus ω0 is the Larmor frequency. The spin propagates at a
constant velocity v through two consequent RF cavities with an identical (in phase
and amplitude) magnetic field rotating in the xy-plane with frequency ω. Therefore,
ω1(t) is non zero and equal to ω1 only at two time intervals:

ω1(t) = ω1 [Θ(t)Θ(τ − t) + Θ(t− T )Θ(τ − t+ T )] . (2.2)

The intervals duration is τ = vl and they are separated by T = vL, where l is the
length of a single cavity and L is the distance between the cavities.

In the rotating wave approximation, we work in a reference frame rotating with the
driving field frequency and neglect terms oscillating with the frequency ω + ω0. The
resulting Hamiltonian is

H ′ = ei
ωt
2
σ3
He−i

ωt
2
σ3

=
~
2

(
ω0 − ω ω1(t)
ω1(t) −ω0 + ω

)
. (2.3)

The time evolution operator propagates the system from its state at time t = t1 to
its state at time t = t2. The time evolution operator from the initial state of the spin
at time t = 0 to its final state at time t = 2τ + T can be separated to three parts in
the following way

U(2τ + T, 0) = U1(T + τ, T )U0(T, τ)U1(τ, 0) (2.4)

where U1 is the time evolution operator for the spin in the RF cavities and U0 is the
time evolution operator between the RF cavities. In the rotating frame they are given
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by :

U1(t2, t1) = e−
i
2 [(ω0−ω)σ3+ω1σ1](t2−t1)

U0(t2, t1) = e−
i
2

(ω0−ω)σ3(t2−t1)
(2.5)

and σi’s are the Pauli matrices:

σ1 =

(
0 1
1 0

)
σ2 =

(
0 −i
i 0

)
σ3 =

(
1 0
0 −1

)
. (2.6)

If the system is initially an eigenstate of σ3, the transition probability to the other
eigenstate of σ3 after a single cavity is given by

P1 = |〈↑ |U1(τ, 0)| ↓〉|2 =
ω2

1τ
2

4
sinc2 Ωτ

2
(2.7)

where Ω =
√

(ω − ω0)2 + ω2
1 and | ↑ / ↓〉 are the eigenstates of σ3, i.e. σ3| ↑ / ↓〉 =

±| ↑ / ↓〉. As expected, the maximal transition probability occurs when the magnetic
field frequency ω is equal to the energy difference ω0. The oscillations with Ωτ are
known as Rabi oscillations [20]. It demonstrates that the accuracy of a single pulse
spectroscopic measurement is controlled by the width τ of the pulse.

The transition probability, e.g. from the ground state |−〉 to the excited state |+〉,
after two pulses is given by

P2 = |〈↑ |U(2τ + T, 0)| ↓〉|2 = 4 (1− P1)P1 cos2
(

(ω0 − ω)(T − τ) + φ0

)
(2.8)

where the phase φ0 does not depend on T . For a pulse width much shorter that the
time difference between the pulses, i.e. τ � T , P2 exhibits oscillations with (ω0−ω)T
under an envelope function determined by the one pulse transition probability with
width ∼ 1/τ . This phenomenon is known as Ramsey interference [21]. In the Ramsey
(two pulses) set-up the resolution of the spectroscopic measurement (determination of
ω0) is improved by a factor T/τ over the Rabi (single pulse) set-up.

In the limit of small perturbation, i.e. ω1 � ω0, the Rabi term (2.7) is much
smaller than 1 (P1 � 1) and the Ramsey probability is given by

P2 = 4P1 cos2 ((ω0 − ω)(T − τ) + φ0) (2.9)

where the Rabi term is

P1 =
ω2

1

|ω0 − ω|2
sin2

(
ω0 − ω

2
τ

)
(2.10)

In Figure 2.1 the Ramsey probability is plotted as a function of ω.

The Hamiltonian (2.1) describes a general two-level system. For example, it can
describe the interaction of an atom with classical light field with frequency ω [22]. The
ground state |g〉 and excited state |e〉 of the atom are separated by the energy ~ω0 so
that the atomic Hamiltonian is

HA =
~ω0

2
(|e〉〈e| − |g〉〈g|) . (2.11)

The atomic states are conjugated by the interaction of the atomic dipole ~D to the
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Figure 2.1: The transition probability P2 after two pulses, is plotted as a function of
ω − ω0 and in units of π/T , where T is the time difference between the pulses. The
width of a single pulse is τ = T/5. The perturbation amplitude is ω1 = 5/T .

electric field of the light ~E = ~E0(t) cosωt

VAL = − ~D · ~E = −E0(t)Dz cos(ωt) (2.12)

where we chose the electric field direction to be z.

In the rotating wave approximation, terms oscillating with the frequency ω + ω0

are neglected and the dipole interaction in the rotating frame is given by

V ′AL =
~ω1(t)

2
(|e〉〈g|+ |g〉〈e|) (2.13)

where ω1(t) = −〈e|Dz|g〉E0(t) is the strength of the dipole interaction. The total
Hamiltonain in the rotating frame is given by (2.3).

In the atomic case, Ramsey interference will be obtained by applying two identical
laser pulses of width τ separated by the time T . The shape of the pulses do not have to
be rectangular like in the original Ramsey experiment (2.2) in order to obtain Ramsey
interference. Consider indeed the following Ramsey modulation with an arbitrary pulse
shape

ω1(t) = ω1 [f(t) + f(t− T )] (2.14)

where the support of f(t) is [0, τ ]. The evolution operator of a single pulse U1 is given
by

U1(τ, 0) = U1(T + τ, T ) = T e−
i
2

∫ τ
0 dt[σ3(ω0−ω)+σ1ω1(t)]. (2.15)

where T is the time ordering operator. Any 2× 2 unitary matrix can be parametrized
(up to a global phase) by 3 angles. Thereby, we define the evolution operator of a
single pulse as

U1 (τ, 0) = U1 (T + τ, T ) =

(
eiφ1 cos θ eiφ2 sin θ
−e−iφ2 sin θ e−iφ1 cos θ

)
. (2.16)

The transition amplitude between the atomic states after a single pulse is given by the
off-diagonal elements of U1. The transition probability after a single pulse is

P1 = sin2 θ. (2.17)
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The evolution operator after the two pulses is

U (2τ + T ) = U1 (T + τ, T )U0 (T, τ)U1 (τ, 0)

=

(
eiφ1 cos θ eiφ2 sin θ
−e−iφ2 sin θ e−iφ1 cos θ

)(
e−i

(ω0−ω)(T−τ)
2 0

0 e+i
(ω0−ω)(T−τ)

2

)(
eiφ1 cos θ eiφ2 sin θ
−e−iφ2 sin θ e−iφ1 cos θ

)
≡
(
B A
A∗ B∗

)
(2.18)

where

A = 2 cos

[
(ω0 − ω) (T − τ)

2
− φ1

]
eiφ2 cos θ sin θ

B = e−i
(ω0−ω)(T−τ)

2 e2iφ1 cos2 θ − e+i
(ω0−ω)(T−τ)

2 sin2 θ.

(2.19)

The transition probability between the atomic states after two pulses is given by

P2 = |A|2 = 4 sin2 θ cos2 θ cos2

[
(ω0 − ω) (T − τ)

2
− φ1

]
= 4P1 (1− P1) cos2

[
(ω0 − ω) (T − τ)

2
− φ1

]
(2.20)

which is exactly the same expression we obtained before (2.8). Therefore, the Ramsey
interference does not depend on the shape of the pulses. Only the Rabi term, the
envelope of the oscillations, depends on the pulse shape.

Spectroscopic measurements based on Ramsey interferometry are extremely accu-
rate. For example, atomic clocks use this method to gain accuracy of 10−15 in the
frequency measurements [23]. It is also used in superconducting qubits to determine
their coherence time [24, 25], and in nuclear magnetic resonance (NMR) to determine
the phase randomization time T2 [26].

2.2 Ramsey interference as a two slit experiment

The Ramsey effect is generic for many driven quantum systems and not only for two-
level systems. It is a manifestation of the interference between two quantum amplitudes
[18]. This point will be clarified in this section.

Consider two states of a quantum system |i〉 and |f〉 with energies Ei and Ef ,
the states can be part of a discrete or a continuous energy spectrum. Suppose that
perturbing the system by some external modulation can induce a transition between

the states, with transition amplitude A
(1)
if . Consider the case where the perturbation

occurs only at two times, t1 and t2, separated by T (T = t2 − t1). To lowest order in
perturbation theory, a transition between the states can occur either at t1 or at t2.

If the system was initially in state |i〉, it has two paths to reach the state |f〉 (see
Figure 2.2). In the first path it stays in state |i〉 at t1 and it reaches state |f〉 at t2; in
the second path it reaches state |f〉 at time t1 and stays there. Since the states have
different energies, the phase accumulated along the two paths is different. Processes
where |i〉 transfers to an intermediate state |m〉 at t1 and from there transfers to |f〉
at t2, are higher order in the perturbation theory and are neglected.

Since we consider the lowest order in perturbation theory, the transition proba-

bilities are small P
(1)
if = |A(1)

if |
2 � 1, and the transition probability at t2 Pif (t2) ∝

P
(1)
if (1−P (1)

if ) ≈ P (1)
if . The transition amplitudes for the different paths can be written
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Figure 2.2: Schematic representation of the two paths of the system to go from the
initial state |i〉 to the final state |f〉 and the phases the system accumulates, ωf = Ef/~
and ωi = Ei/~.

as

A1(t2) = e
−iEi(t1+T )

~ A
(1)
if (2.21)

A2(t2) = e
−iEit1

~ e
−iEfT

~ A
(1)
if (2.22)

The transition amplitude is a sum of all the possible amplitudes, and the corresponding
probability for the transition is

P
(2)
if = |A1 +A2|2 = 4P

(1)
if cos2 (Ef − Ei)T

2~
. (2.23)

P
(1)
if is the Rabi term which multiplies the Ramsey oscillations. For a TLS (eq. (2.9))

the energy difference between the initial and final states Ef − Ei is the difference
between the energy bias of the TLS ~ω0 and the energy of the field ~ω .

This simplified description reveals that the Ramsey setup is a two slit experiment
where the phase is accumulated over time instead of space. Equivalently (2.23) is

P
(2)
if = 2P

(1)
if + 2P

(1)
if cos (Ef − Ei)T/~. (2.24)

The first term is the classical addition of the transition probability of the two pulses.
The second term is the quantum interference between the two amplitudes which is
phase sensitive. Therefore, dephasing effects or averaging over energies will diminish
the second term. This may seem like an undesirable effect. However, as we will show
in section 3.8, the decrease in the amplitude of the interference pattern depends on
the dephasing mechanism. Thus, Ramsey experiments can be used to explore some
properties of dephasing and test the models describing it.
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Chapter 3

Ramsey interference in
mesoscopic physics

Here we present a description of Ramsey interference in a mesoscopic system and
propose a setup where it can be probed experimentally. Thus, we provide the first
proposal to observe the Ramsey interference for a system with a continuum set of
states.

One of the most common ways to study a mesoscopic system is by transport ex-
periments. Transport experiments can be described as transition of excitations from
one bath to another through the system of interest, where the details of the system
are encoded in the scattering matrix [27]. In our case, the transport is driven by a
voltage difference between the two baths, thus it is an out of equilibrium process. In
this chapter we consider a tunnel junction as a working example to a transport exper-
iment. Our formulation of the problem consists of a tunneling Hamiltonian between
the two leads of the system [28]. Another way to describe electrical transport through
a phase coherent conductor is by the scattering approach (Landauer approach) [29]. In
appendix A we present the basics of the scattering approach with emphasis on trans-
port due to time-dependent voltage (photon assisted transport [29, 30, 31, 32]) and
discuss the differences and similarities with our description.

The tunnel junction is subjected to two consequent voltage pulses, an electron-hole
(e-h) pair can be created at the first or second voltage pulse. The interference between
these two quantum amplitudes will induce oscillations in the probability to create a
e-h pair with the time difference between the pulses, namely Ramsey interference.

In section 3.4 we show a relation between the current noise, which is a measur-
able quantity, and the probability for the creation of e-h pairs, thereby establishing a
method to observe Ramsey interference in mesoscopic systems. Ramsey interferometry
is a new type of measurement in mesoscopic systems which allows to probe processes
in the time domain. In section 3.8 we demonstrate how the dephasing of the e-h pairs
due to an electromagnetic environment can be investigated by Ramsey interference.

3.1 Quantum interference in a mesoscopic conductor

The basic idea behind quantum interference can be represented by the two slit exper-
iment [27]. Consider a quantum particle which can propagate from an initial point r1

to a final point r2 in two different trajectories. The corresponding amplitudes of the
trajectories are A1 and A2. The quantum probability that a particle will end up at r2

is
Pq = |A1 +A2|2 = |A1|2 + |A2|2 + 2ReA1A

∗
2. (3.1)
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Figure 3.1: Ramsey setup for the probability for the creation of e-h pairs. Two identical
voltage pulses of width τ are applied to the tunnel junction separated by the time delay
t0. A pair with energy ∆ε can be created either in the first or in the second pulse. The
creation probability will be the interference between these two amplitudes.

Unlike the classical probability

Pcl = |A1|2 + |A2|2 = P1 + P2 (3.2)

the quantum probability oscillates with the phase difference α between the two ampli-
tudes.

Pq = Pcl + 2
√
P1P2 cosα (3.3)

Mesoscopic physics is the study of interference effects in disordered systems. In
these systems the particles have many possible trajectories between the two points r1

and r2 not just two, but the basic principle of interference is the same. Next, we will
portray how interference apears in a mesoscopic system.

The propagation of non-interacting electrons in metals in the presence of disorder
can be described by the elastic scattering of the electrons from the disorder potential
[33]. In the semiclassical approximation, the quantum probability amplitude that an
electron will follow a specific trajectory from r1 to r2 during the time t is proportional
to

eikle−iεt (3.4)

where k is the magnitude of wave-vector of the electron, l is the length of the trajectory,
t is the time it takes the electron to travel from r1 to r2 along the given trajectory and
ε is the electron’s energy. The phase that depends on the trajectory of the electron
(and therefore on the disorder potential) kl is called the dynamical phase [27]. Note
that the dynamical phase of the time reversed trajectory is equal to the dynamical
phase of the forward one.

In the weak disorder limit the mean free path le between the scattering events is
much larger than the electron’s wavelength. The electrons which participate in the
transport are close to the Fermi energy, therefore the weak disorder limit is when
kF le � 1, where kF is the Fermi wave vector. For system size L much larger than the
elastic mean free path L � le , the electron scatters many times, each time changing
its direction randomly so that its motion can be regarded as diffusive with diffusion
coefficient D = vF le

3 (in 3d) where vF is the Fermi velocity. Since the scattering
is elastic the energy of the electron and the magnitude of its momentum does not
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change.

Consider the quantum interference between two trajectories the electron can take
between points r and r′ during the time t,

Pq = Pcl + 2
√
P1P2 cos k(l1 − l2) (3.5)

where l1 and l2 are the lengths of the corresponding trajectories and P1 and P2 are
their probabilities. For different disorder realizations the length of the trajectories l1
and l2 changes. Averaging the quantum probability over disorder configurations will
yield the classical probability, unless l1 = l2 for all the disorder realizations. Such
situation can occur when the trajectories are a closed loop (i.e. r1=r2), one trajectory
propagates in a clockwise direction and the other in the anti-clockwise direction along
the same loop. The dynamical phase of the two trajectories is equal, therefore the
phase difference α in (3.3) is zero.

The quantum probability that an electron will propagate from r to r′ during time
t is the sum over many different scattering trajectories

A(r, r′, t) = e−iεt
∞∑
N=1

∑
r1...rN

|A(r, r′, CN )|eikLN (3.6)

where A(r, r′, CN ) is the amplitude associated with a given sequence of N scattering
events and LN is the length of the trajectory. From the previous simplified example
we learned that upon averaging over disorder, interference will remain only between
trajectories with equal dynamical phase in each disorder configuration. Mesoscopic
physics is the study of coherent effects which survive the disorder averaging, some
examples are: universal conductance fluctuations, negative magneto-resistance [33, 27,
34].

The phase coherence of the electrons is, therefore, not limited by the elastic scatter-
ing. It is limited by inelastic process such as electron-electron interactions, electron-
phonon interactions, interaction with an environment. These processes change the
energy of the electrons, thus averaging over all the possible processes randomizes the
electron’s phase and reduces interference effects. In section 3.8 we consider the de-
phasing caused by an electromagnetic environment.

In the presence of such inelastic processes, the interference term is reduced by
a factor 〈eiφ(t)〉, where t is the time of the trajectory. The average 〈·〉 is over the
environment degrees of freedom. The distribution of the phase depends on the origin
of the dephasing. In general, it will decay in an exponential manner [33]

〈eiφ(t)〉 = e−f(t/τφ) (3.7)

which provides a definition of the phase coherence time τφ. Beyond τφ the phase washes
out and interference effects are lost.

The phase coherence length is defined as the length the electron passes during the
phase coherence time, it is given by Lφ =

√
Dτφ, where D is the diffusion constant de-

scribing the motion of the electrons in the metal. In metals the phase coherence length
decreases with temperature, for mK temperatures, Lφ is of the order of a few microm-
eter. In order to observe quantum interference effects the length L of a mesoscopic
system should be smaller than the phase coherence length L < Lφ.

One of the common ways of measuring the phase coherence time is by a magneto-
transport experiment where it is extracted from the negative maneto-resistance effect
[35]. In 1d systems, Mach-Zehnder interferometer has been used to measure the co-
herence length [36, 37] and study dephasing mechanisms [38, 39, 40, 41, 42, 43].
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In this chapter we describe Ramsey interference in a mesoscopic conductor. In
order to observe Ramsey interference the electrons should stay coherent longer than
the time between pulses t0, i.e t0 > τφ. Therefore, Ramsey interferometry can be used
to determine the phase coherence time of the system. Moreover, the way the amplitude
of the interference decreases (the function f(t/τφ) in (3.7)) provides information about
the interactions leading to the dephasing. Unlike the Mach-Zehnder interferometer,
Ramsey interferometer can be realized also for 2d and 3d systems.

3.2 The tunnel junction – the simplest mesoscopic con-
ductor

As a working example of mesoscopic conductor we consider the simplest one - the
tunnel junction. A tunnel junction is composed of two metallic parts separated by
a thin insulating barrier. The barrier is thin enough to allow charge transport by
tunneling of electrons induced by applying a voltage on the tunnel junction. When an
electron tunnels, e.g. from the right lead to the left lead, it leaves a hole in the right
lead. Therefore, a tunneling event creates a e-h pair in the tunnel junction. Note, that
the electron and the hole are not in the same lead.

Figure 3.2: A tunnel junction is composed of two metals separated by a thin insulating
layer. The insulator is thin enough to allow tunneling of electrons between the two
metals. Applying a voltage pulse on the tunnel junction can create e-h pairs within the
continuum with energy ∆ε > 0.

The electrons in the two metal electrodes are described by the Hamiltonian

H0 =
∑
k

εLk(t)c
†
LkcLk +

∑
q

εRqc
†
RqcRq (3.8)

where c†Lk

(
c†Rq

)
creates an electron in the left (right) lead with momentum k (q). For

convenience, we choose to include the voltage in the left lead

εLk (t) = εLk − eVdc + eV (t) ≡ ε0Lk + eV (t) (3.9)

16©
 T

ec
hn

io
n 

- I
sr

ae
l I

ns
tit

ut
e 

of
 T

ec
hn

ol
og

y,
 E

ly
ac

ha
r C

en
tra

l L
ib

ra
ry



although our results do not depend on the how we distribute the voltage between
the leads since the probability of an electron to tunnel depends only on the energy
difference between its initial and final states.

Tunneling is described by the Hamiltonian

HT =
∑
kq

[
Tkqc

†
RqcLk + T ∗kqc

†
LkcRq

]
(3.10)

such that Tkqc
†
RqcLk transfers an electron from the left lead to the right lead. By

writing this effective tunneling Hamiltonian [28] we have assumed that the tunneling
matrix elements Tkq does not depend on the applied voltage. This assumption can be
justified when the energy of the tunneling electrons is much smaller than the potential
barrier of the insulating layer. In such circumstances, the tunneling between the two
sides of the barrier will depend only weakly on the shape of the top of barrier which
is changed by the voltage. A rigorous treatment of the effect of the voltage on the
tunneling is given in [44, 45]. We assume that the tunneling does not depend on spin,
thereby we suppressed the spin index. In general, time reversal symmetry imposes the
condition T ∗k↑q↑ = T−k↓−q↓ [46, 47].

The Hamiltonian of the tunnel junction is given by the sum of the Hamiltonians of
the leads and the tunneling Hamiltonian

H = H0 +HT . (3.11)

The probability of a tunneling event is assumed to be small, i.e. the tunneling
matrix elements are small compared to the Fermi energy (|Tkq| � εF ). We consider
the zero temperature limit, therefore the initial state of the system is a Fermi sea in
each lead. The initial state of the system is given by

|FS〉 =
∏
k>kF
q<kF

c†Lkc
†
Rq|0〉 (3.12)

where kF is the Fermi wave-vector. This corresponds to the initial state in Fig. 3.2

Tunneling from the right lead to the left lead is allowed only for electrons with
initial wave-vector q < kF and final wave-vector k > kF . Such a tunneling event
creates a e-h pair with energy ∆ε = +(ε0Lk − εRq). In the same way, a tunneling event
from the left lead to the right lead is allowed only for k < kF and q > kF and creates
a e-h pair with energy ∆ε = −(ε0Lk − εRq). These e-h states correspond to

|1eLk , 1hR,−q〉 = c†LkcRq|FS〉

|1eRq , 1hL,−k〉 = c†RqcLk|FS〉.
(3.13)

Note that the initial state of the system (3.12) corresponds to the vacuum state of the
electrons and holes.

3.3 Probability for the creation of e-h pairs

In this section we find the probability to create e-h pairs by a time dependent voltage
modulation. A detailed derivation is given in Appendix B. The probability P k,−qLR

(P q,−kRL ) to create an electron with momentum k (q) in the left (right) lead and a hole
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with momentum −q (−k) in the right (left) lead from the vacuum is

P k,−qLR = |〈1eLk , 1hR,−q |U (∞,−∞) |0eLk , 0hR,−q〉|
2

P q,−kRL = |〈1eRq , 1hL,−k |U (∞,−∞) |0eRq , 0hL,−k〉|
2

(3.14)

where U (tf , ti) is the evolution operator which satisfies i ddtU (t) = H (t)U (t) and the
|00〉 state correspond to the Fermi sea in both leads, which is the vacuum state for the
electrons and holes.

The probability to create a e-h pair to second order in Tkq can be expressed as

P k,−qLR =
1

~2

∞∫
−∞

dt1dt2〈0eLk , 0hR,−q |H̃T (t1) |1eLk , 1hR,−q〉〈1eLk , 1hR,−q |H̃T (t2) |0eLk , 0hR,−q〉

(3.15)
where the time evolution of H̃T is with respect to the Hamiltonian H0 (3.8)

H̃T =
∑
kq

[
Tkqe

−iφ(t)e−
i
~(ε0Lk−εRq)tc†RqcLk + h.c.

]
(3.16)

and we define the time dependent phase φ(t) ≡ e
~
∫ t
−∞ V (t′)dt′. We obtain that the

probability to create a e-h pair is the Fourier transform of g(t) = e−iφ(t) at frequency
(ε0Lk − εRq)/~

P k,−qLR = Θ(εLk − εF ) (1−Θ(εRq − εF ))×

∣∣∣∣∣∣Tkq~
∞∫
−∞

e−iφ(t)e−
i
~(ε0Lk−εRq)t−0+|t|dt

∣∣∣∣∣∣
2

(3.17)

where Θ(ε) is the heaviside function and we have regularized the integral by e−0+|t|.
In the absence of a time dependent voltage modulation (V (t) = 0), the probability
is given by Fermi golden rule and only e-h pairs with energy ∆ε = 0 can be created
since P k,−qLR ∝ δ(ε0Lk− εRq). We are interested in e-h pairs that are created by the time
dependent voltage, i.e with energy ∆ε 6= 0.

In the same way,

P q,−kRL = Θ(εRq − εF ) (1−Θ(εLk − εF ))×

∣∣∣∣∣∣Tkq~
∞∫
−∞

e+iφ(t)e−
i
~(εRq−ε0Lk)t−0+|t|dt

∣∣∣∣∣∣
2

(3.18)

The probability for the creation of a e-h pair with energy difference between the
initial and final sates ∆ε = ±(ε0Lk − εRq) vanishes for ∆ε→ ±∞. Thus, it is negligible
outside some ∆E. If the tunneling matrix elements do not change considerably on
the energy scale of ∆E , we can approximate them by a constant Tkq = T . This
approximation holds when the energy of the electrons is much smaller than the tunnel
barrier potential. In this regime the tunneling probability is small, which is consistent
with our assumptions for the perturbative treatment of the tunnel junction. Actually,
all we need to assume in order to continue, is that the tunneling matrix elements depend
only on the energy difference between the initial and final states ∆ε = ±(ε0Lk − εRq).
Then the probability for the creation of a e-h pair depends only on ∆ε. Modifying our
notations accordingly, we define
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PLR(∆ε) =

∣∣∣∣∣∣T~
∞∫
−∞

e−iφ(t)e−
i
~∆εt−0+|t|dt

∣∣∣∣∣∣
2

PRL(∆ε) =

∣∣∣∣∣∣T~
∞∫
−∞

e+iφ(t)e−
i
~∆εt−0+|t|dt

∣∣∣∣∣∣
2

(3.19)

such that

P k,−qLR = Θ(εLk − εF ) (1−Θ(εRq − εF ))PLR
(
ε0Lk − εRq

)
P q,−kRL = Θ(εRq − εF ) (1−Θ(εLk − εF ))PRL

(
εRq − ε0Lk

)
.

(3.20)

The symmetry between left and right is indicated by the relation

PLR(∆ε) = PRL(−∆ε). (3.21)

The total probability to create a e-h pair to lowest order in T is a sum over all the
possible e-h pairs that can be created

Ptotal =
∑
k>kF
q<kF

P k,−qLR +
∑
k<kF
q>kF

P q,−kRL (3.22)

To second order in Tkq these processes do not interfere since we consider only process
where the electron can tunnel between the leads only once. The tunneling Hamitonian
does not relate |00〉 with itself, therefore |11〉〈11| in (3.15) can be replaced by the unity
operator so that the total probability to create a e-h pair can be expressed as

Ptotal =
1

~2

∞∫
−∞

dt1dt2〈FS|H̃T (t1) H̃T (t2) |FS〉 (3.23)

3.4 Current noise – Relation to the probability for the
creation of e-h pairs

In this section we calculate the current noise and we show how it is related to the
probability calculated previously. A detailed derivation is given in Appendix C. The
power spectrum (the noise) is defined as the Fourier transform of the current correlation
function

S(Ω) =

∫ ∞
−∞

dt1

∫ ∞
−∞

dt2C(t1, t2)eiΩt1e−iΩt2

C(t1, t2) = 〈I(t1)I(t2)〉 − 〈I(t1)〉〈I(t2)〉.
(3.24)

In the case of classical transport, 〈·〉 is a statistical average and the correlation function
is C(t1, t2) =

∫
DI1DI2P (I1(t1)I2(t2)) I1I2 where P (I1(t1)I2(t2)) is the probability

to find I1 at time t1 and I2 at time t2. In the case of quantum transport that we
consider here, the currents are operators in the Heisenberg picture and 〈·〉 is a quantum
expectation value with respect to the initial state of the system.

For a system in thermal equilibrium the average current is zero, nevertheless the
noise is nonzero due to thermal fluctuations. These fluctuation are known as the
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Nyquist-Johnson noise and are present in any system, classical or quantum.

Shot noise is an out of equilibrium noise at zero frequency S(Ω → 0) and at zero
temperature. The source of this noise is the discreteness of the electron charge, i.e.
electrons pass the conductor one by one. The noise probes the transmission properties
of the system in a different way than the average current. For example, in a coherent
conductor with small transition probability (like a tunnel junction) where T � 1, the
shot noise is proportional to the average current S(Ω → 0) = 2q 〈I〉, where q is the
charge of the quasiparticles passing through the conductor. Thereby, shot noise is used
to determine the charge of quasiparticles [48, 49]. The shot noise is also sensitive to
the statistics of the quasiparticles [50, 51, 49]. For a review, see [29].

We expect that higher moments will reveal even more information on the system
but they are difficult to measure. The third moment was measured by [52, 53]. The
highest moment measured is the forth one [54]. The full information about the system
is contained within the full counting statistics of the charge transfer. Expressions
for the full counting statistics of transport through a coherent conductor due to a dc
voltage were obtained by [55, 56].

The current operator in the Heisenberg picture is defined as the change in time of
the number of electrons in the left lead.

I (t) = e
d

dt

∑
k

c†LkcLk = −i e
~
∑
k

[
c†LkcLk, H

]
= i

e

~
∑
kq

[
Tkqc

†
RqcLk − T

∗
kqc
†
LkcRq

]
(3.25)

Since we work in the Heisenberg picture the particle operators are time dependent. To
second order in T the current correlator is given by

C(t1, t2) = 〈Ĩ(t1)Ĩ(t2)〉 (3.26)

where the time evolution of Ĩ is with respect to the Hamiltonian H0 (3.8)

Ĩ(t) = i
e

~
∑
kq

[
Tkqe

−iφ(t)e−
i
~(ε0Lk−εRq)tc†RqcLk − h.c.

]
(3.27)

Examining the tunneling Hamiltonian (3.16) and the current operator (3.27) reveals
that they act on the |00〉 state in the same way up to a factor, thus allowing us to
express the total probability to create a e-h pair to lowest order in T as

Ptotal =
1

e2

∞∫
−∞

dt1dt2〈i|Ĩ (t1) Ĩ (t2) |i〉 (3.28)

which is just the current noise at zero frequency (shot noise) to second order in T
(3.24). To be more explicit,

S (Ω→ 0) = e2

[ ∑
k>kF
q<kF

P k,−qLR +
∑
k<kF
q>kF

P q.−kRL

]
(3.29)

Similar expressions have been obtained previously, for example see [28].

Taking the continuum limit and assuming that the density of states ρ(ε) changes
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slowly on the energy scale of the dc voltage, the shot noise can be expressed as

S (Ω→ 0) = e2ρ2

 ∞∫
εF

dεL

εF∫
−∞

dεRPLR
(
ε0L − εR

)
+

εF∫
−∞

dεL

∞∫
εF

dεRPRL
(
εR − ε0L

)
(3.30)

Where ε0L = εL − eVdc and ρ = ρ(εF ). Note that changing the integration variable
εL to εL + eVdc is equivalent to having a difference of eVdc in the Fermi energy of the
electrodes.

By virtue of the singularity of the Fermi distribution at zero temperature f ′(ε) =
δ(ε), the second derivative of the shot noise with respect to the dc voltage yields the
probability for the creation of a e-h pair

d2S (Ω→ 0)

d (eVdc)
2 = e2ρ2 [PRL(∆ε = eVdc) + PLR(∆ε = −eVdc)]

= 2e2ρ2PRL(∆ε = eVdc). (3.31)

For finite temperatures the derivative of the Fermi distribution is peaked at ε = 0
with width β−1

el , where βel is the inverse temperature of the electrons in the leads.
The above relation holds as long as the probability to create a e-h pair PRL(∆ε) is a
smooth function on the order of β−1

el , i.e. ∂εPRL(ε)β−1
el � 1.

We have shown that the second derivative of the shot noise with respect to the
dc voltage is proportional to the probability of creating a e-h pair with energy eVdc.
Hence, we have identified a way to measure the probability to create a e-h pair with a
specific energy in a tunnel junction.

3.5 Ramsey interference in the probability for the cre-
ation of e-h pairs

In the previous section we have described a method to measure the e-h creation prob-
ability as a function of energy. In this section we will demonstrate how Ramsey inter-
ference can modify this probability.

Applying two voltage pulses on the tunnel junction will give rise to an interference
between the amplitudes to create a e-h pairs. We consider the case of two identical
non-overlapping pulses V (t) = V0(t) + V0(t − t0) where V0(t) is nonzero only in the
time interval 0 < t < τ and τ < t0. Therefore, the time dependent phase is

φ(t) =
e

~

∫ t

−∞
V (t′)dt′ =



0 t < 0

ϕ(t) 0 < t < τ

ϕ0 τ < t < t0

ϕ0 + ϕ(t− t0) t0 < t < t0 + τ

2ϕ0 t0 + τ < t

(3.32)

where we denote ϕ(t) = e
~
∫ t<τ

0 V0(t′)dt′ and ϕ0 = e
~
∫ τ

0 V0(t)dt.
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Inserting (3.32) into the expression for the probability (3.19) yields

P 2−pulses
LR (∆ε) = |T |2

∣∣∣∣∣ (1 + e−iϕ0e−
i
~∆εt0

)1− e−iϕ0e−
i
~∆ετ

−i∆ε
+

τ∫
0

dte−iϕ(t)e−
i
~∆εt


+ πδ (ε)

[
1 + e−2iϕ0

] ∣∣∣∣∣
2

(3.33)

Considering only pairs that are created by the voltage pulses, i.e. with non-zero
energy (∆ε 6= 0) we obtain

P 2−pulses
LR (∆ε) = 4 cos2

(
∆εt0
2~

+
ϕ0

2

)
P 1−pulse
LR (∆ε) (3.34)

where P 1−pulse
LR is the probability to create a e-h pair after a single voltage pulse

P 1−pulse
LR (∆ε) =

∣∣∣∣∣∣T~
∞∫
−∞

e−iϕ(t)e−
i
~∆εt−0+|t|dt

∣∣∣∣∣∣
2

= |T |2
∣∣∣∣∣∣1− e

−iϕ0e−
i
~∆ετ

−i∆ε
+

τ∫
0

dte−iϕ(t)e−
i
~∆εt

∣∣∣∣∣∣
2

. (3.35)

As expected the probability due to two voltage pulses exhibits Ramsey interference.
The probability oscillates with ∆εt0

~ +ϕ0, which is the phase accumulated by a e-h pair
created in the first pulse relative to the phase gained by a pair created in the second
pulse. P 1−pulse

LR corresponds to the Rabi term.

In the same way, the probability to create a e-h pair in the right-left leads after
two voltage pulses is given by

P 2−pulses
RL (∆ε) = 4 cos2

(
∆εt0
2~
− ϕ0

2

)
P 1−pulse
RL (∆ε) (3.36)

where P 1−pulse
RL (∆ε) is obtained from P 1−pulse

LR (∆ε) by substituting ϕ(t)→ −ϕ(t).

The Ramsey probability to create a e-h pair with energy ∆ε oscillate with ∆ε.
Since most measurements involve a contribution from a window of energies ∆E, the
Ramsey interference will be washed when integrating over ∆E. By virtue of the second
derivative of the shot noise with respect to the dc voltage at small temperatures (3.31),
we are able to isolate the probability for the creation of e-h pairs with a given energy,
therefore it can be observed.

In order to connect (3.34) to the Ramsey interference expression for a two-level sys-
tems, (2.9), we shall consider a voltage modulation which correspond to (2.2). Hence,
we consider two constant voltage pulses of width τ separated by t0:

V (t) = V0 [Θ(t)Θ(τ − t) + Θ(t− t0)Θ(τ − t− t0)] (3.37)

The probability for the creation of e-h pairs after two pulses is given by (3.34) where
the creation probability after a single pulse is

P 1−pulse
LR (∆ε) = |T |2

∣∣∣∣∣1− e−iϕ0−i∆ετ/~

i∆ε
+
e−iϕ0−i∆ετ/~

i(∆ε− eV0)

∣∣∣∣∣
2

(3.38)
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In the limit of small perturbation V0 � ∆ε, P 1−pulse
LR corresponds to the two-level

system Rabi term, eq. (2.10):

P 1−pulse
LR (∆ε) =

∣∣∣∣ T∆ε
∣∣∣∣2 sin2

(
∆ετ/~ + ϕ0

2

)
. (3.39)

Ramsey interference in the probability to create a e-h pair is plotted in Fig. 3.3
(solid line) for the case of two Gaussian voltage pulses. The time difference between
the pulses is t0 = 20σ (σ beeing the Gaussian voltage pulse width) so they are well
separated. As predicted by (3.34) the envelope of the oscillations is 4 times larger than
the probability due to a single pulse.

Figure 3.3: The probability for the creation of a e-h pair due to two Gaussian voltage
pulses as a function of the energy of the pair (solid line). The envelope function (dashed
line) is 4 times the probability due to a single voltage pulse. The time difference between
the pulses is t0 = 20σ (σ is the Gaussians width of the pulse). The energy is given in
units of 2π~

t0

In order to measure the probability for the creation of e-h pairs one needs to aver-
age over many independent measurements. Typical shot noise measurements involve
an average over a long period of time in order to eliminate the stochastic noise of the
amplifier. Applying a periodic voltage modulation in which each period is composed
of two pulses V (t) =

∑
n [V0(t− nT ) + V0(t− t0 − nT )] and averaging the noise over

a long period of time (much longer that T ) is equivalent to averaging over indepen-
dent measurements if the period is longer than the coherence time of the electrons in
the leads (T � τφ) and the time between pulses is shorter than the coherence time
(t0 � τφ). Since at times longer than τφ the phase of the electron is washed out the
interference in the probability will arise only from the interference between the two
pulses in each period and there will be no interference between the periods.

We have shown how Ramsey interferometry can be implemented in a mesoscopic
system. In atomic systems, Ramsey interferometry is used to perform accurate spec-
troscopy. The advantage of Ramsey in mesoscopics results from its sensitivity to the
phase difference, thereby it is sensitive to variations in the energy and/or life time of
the particles. Therefore, Ramsey fringes will be sensitive to anything that modifies

23©
 T

ec
hn

io
n 

- I
sr

ae
l I

ns
tit

ut
e 

of
 T

ec
hn

ol
og

y,
 E

ly
ac

ha
r C

en
tra

l L
ib

ra
ry



the coherence time τφ, like the finite life-time of the quasi-particles, the temperature
of the system, dephasing of the quasi-particles caused by an environment and other
time-dependent processes that will affect the energy of the quasi-particles. In section
3.8 , as an example we consider the effect of an electromagnetic environment on the
Ramsey fringes.

3.6 A recent experiment – Measurement of the second
derivative of the shot noise

In section 3.4 we have shown how the probability for creation of a e-h pair as a function
of energy P (∆ε) can be measured by the second derivative of the shot noise with respect

to the dc voltage d2S
dV 2
dc

as a function of the dc voltage (3.31). In section 3.5 we showed

how Ramsey interference can be induced in the probability to create a e-h pair and we
proposed to measure it using the second derivative of the shot noise.

In this section we present a recent experiment [57] which measured this second
derivative of the shot noise with respect to a normal dc bias Vdc. A tunnel junction
composed of Al/Al oxide/Al was subjected to a bi-harmonic voltage modulation

V (t) = Vac1 cos (2πνt) + Vac2 cos (4πνt+ ϕ) (3.40)

and its shot noise was measured. Note that this bi-harmonic voltage is not the Ramsey
modulation we considered. Nevertheless, the experiment demonstrates the ability to
observe interference in a shot noise measurement.

The probability to create a e-h pair with energy ∆ε by the bi-harmonic voltage
modulation is obtained by inserting the modulation (3.40) in our expression for the
probability (3.19) which yields

P (∆ε) =

∣∣∣∣∫ ∞
−∞

dte−i
eVac1
~ν sin (2πνt)e−i

eVac2
2~ν sin (4πνt)e−i∆εt

∣∣∣∣2
=
∑
n

|Cn|2δ(∆ε− nhν). (3.41)

Cn is the probability amplitude to create a e-h pair with energy nhν, which is given
by the Fourier coefficients of the modulation

Cn =
∞∑

m=−∞
Jn−2m(

eVac1
hν

)Jm(
eVac2
2hν

)e−imϕ (3.42)

where Jn(x) = 1
2π

∫ π
−π e

i(ny−x sin y)dy is the Bessel functions of the first kind. The sum
represents interference between all the processes that can create a e-h pair with energy
nhν, meaning the absorption of m photons of frequency 2ν and n − 2m photons of
frequency ν (negative m represents emission).

The experimental results are presented in Fig. 3.4. The intensity is the sec-
ond derivative of the shot noise with respect to the dc voltage, this correspond to
the probability for a e-h pair creation. The horizontal axis is the dc voltage which
corresponds to the energy of the e-h pair ∆ε. The vertical axis is ϕ, the phase
difference between the two ac modulations. The parameters of the experiment are
eVac1 = 2eVac2 = 5.4hν with ν = 10GHz and the temperature of the electrons in the
leads is 0.14hν/kB = 70mK. The the lower panel is the measurement and upper panel
is a theoretical prediction which made use of the photon-assisted transport approach
presented in Appendix A. the final expressions for the second derivative of the shot
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Figure 3.4: calculated (a) and measured (b) second derivative of the bi-harmonic photo-
assisted noise as a function of normalized dc bias and phase difference. [57]

noise with respect to the dc voltage of our tunneling Hamiltonian approach and of the
photon-assisted noise are equal.

Our expression for the e-h creation probability for a general time dependent voltage
modulation, (3.19), is given for the limit of zero temperature of the leads. Taking into
account the finite temperature of the leads (here 70mK) the delta functions in (3.41)
broadens and their width is ∼ kBT . This broadening is taken into account in the
calculated second derivative of the shot noise presented in the upper panel of Fig. 3.4.
The agreement between the experiment and the theory is remarkable.

A reasonable assumption is that τφ is of the order of the inverse temperature of the
electrons in the leads, thereby τφ ∼ ν−1. This explains why the interference features
of order ν predicted by the theory, are not observed in the experiment.

The interference observed in this experiment is not a Ramsey interference, since in
Ramsey the e-h pairs can be created only at two times, separated by t0. Here, the e-h
pairs are created continuously in time. The existence of the time scale t0 in which the
system evolves freely in time is at the origin of the Ramsey interference. As we will
show in the next section the introduction of this time scale allows to use Ramsey as a
new type of probe in mesoscopic systems.

3.7 Ramsey interference in the presence of disorder

In our description of the tunnel junction the leads were treated as ideal metals. In
reality, though , impurities and other defects will introduce disorder to the system.
As we discussed in section 3.1 not all interference effects survive the disorder average.
Motivated by the observation of interference due to time dependent voltage modulation
in the experiment presented in section 3.6, we claim that Ramsey interference can be
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obtained in mesoscopic systems. In this section we will advocate this claim from a
macroscopic and a microscopic points of view.

From a macroscopic point of view, the Hamiltonian of the two metals (3.8) will
keep its structure in the presence of a disorder potential , but the labeling k and q will
not stand for momentum anymore but as a labeling of the eigenstates of the disorder
Hamiltonian. Since in our derivation we did not specify the relation between k,q and
their corresponding eigen-energies εLk and εRq, our results hold whatever these energies
are, as long as they form a continuum.

For the microscopic point of view we need to consider the motion of the electron
in the system. The insulating barrier in a tunnel junction is very thin in order to
allow tunneling, typical values are of the order of 10Å. Therefore, we consider the
propagation of the electron to be diffusive in the two metals and ballistic in the tunnel
barrier. The time the electron spends in the tunnel barrier is negligible with respect
to the time it spends in the metal electrodes. Next, we describe the propagation of
such an electron due to the Ramsey voltage modulation.

Consider an electron starting from point ri in the left metal at time ti and ending
at point rf in the right metal at time tf . In the Ramsey voltage modulation, the
electron can hop through the barrier only at the times of the voltage pulses t1 or t2
respectively. We denote the time difference between the pulses by t0 = t2 − t1. The
probability amplitude for this process is a sum over all the possible trajectories [33]

A (ri, ti; rf , tf ) = e−
i
~ εL(t1−ti)e−

i
~ εR(tf−t1)

∞∑
N=1

∑
r1...rN

|A (ri, rf , CN |t1)| eikLN

+ e−
i
~ εL(t1−ti)e−

i
~ εL(t2−t1)e−iϕ0e−

i
~ εR(tf−t2)

∞∑
N=1

∑
r1...rN

|A (ri, rf , CN |t2)| eikLN (3.43)

where A (ri, rf , CN |t) is the probability amplitude of the trajectory CN such that the
electron hops through the barrier at the time t, ϕ0 is the phase of a single voltage
pulse and LN is the length of the path. The probability is given by

P (ri, ti; rf , tf ) =

∣∣∣∣∣
∞∑
N=1

∑
r1...rN

|A (ri, rf , CN |t1)| eikLN

+ e−
i
~ (εL−εR)t0e−iϕ0

∞∑
N=1

∑
r1...rN

|A (ri, rf , CN |t2)| eikLN
∣∣∣∣∣
2

=

∞∑
N=1

∑
r1...rN

∞∑
N ′=1

∑
r′1...r

′
N′

|A (ri, rf , CN |t1)A (ri, rf , CN ′ |t1)| eik(LN−LN′ )

+
∞∑
N=1

∑
r1...rN

∞∑
N ′=1

∑
r′1...r

′
N′

|A (ri, rf , CN |t2)A (ri, rf , CN ′ |t2)| eik(LN−LN′ )

+2
∞∑
N=1

∑
r1...rN

∞∑
N ′=1

∑
r′1...r

′
N′

|A (ri, rf , CN |t1)A (ri, rf , CN ′ |t2)| eik(LN−LN′ ) cos

(
εL − εR

~
t0 + ϕ0

)
(3.44)

We assume that the probability distribution function of the disorder in the two
metals is equal and take the disorder average. As discussed in section 3.1 only terms
with LN = LN ′ survive the average over disorder configurations. For the first two
terms in eq. (3.44) this requirement is fulfilled by identical trajectories CN = CN ′ . The
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disorder average over the first term is

∞∑
N=1

∑
r1...rN

∞∑
N ′=1

∑
r′1...r

′
N′

|A (ri, rf , CN |t1)A (ri, rf , CN ′ |t1)| eik(LN−LN′ )

=
∞∑
N=1

∑
r1...rN

|A (ri, rf , CN |t1)|2 =
∞∑
N=1

∑
r1...rN

P (ri, rf , CN |t1) ≡ P1 (3.45)

Thus, it is given by the incoherent sum over the probabilities of the different trajectories
such that the tunneling will happen at time t1. A similar expression is obtained for
the second term which represents P2, the probability to tunnel at time 2. Since the
voltage pulses are identical the the probability to tunnel at the first pulse and at the
second pulse are equal P1 = P2. These probabilities do not depend on t0 the time
between voltage pulses.

Now, let us consider the third term in eq. (3.44). The trajectories CN and CN ′ can
not be identical since in one of them the electron hops at time t1 and in the other it
hops at t2. Nevertheless, there are trajectories such that LN ∼= LN ′ in all the disorder
configurations.

Consider the two trajectories illustrated in Fig. 3.5:

(ri, ti)→ (rb, t1)→ (rf , tf − t0)→ (rf , tf )

(ri, ti)→ (ri, ti + t0)→ (rb, t2)→ (rf , tf )
(3.46)

In the first trajectory the electron starts at point ri in the left metal at time ti,
it moves along some path such that it reaches point rb of the barrier at time t1 of
the first voltage pulse where it tunnels to the right lead. From rb the electron moves
along some trajectory and reaches the point rf at time tf − t0. At time tf the electron
returns to the point rf .

In the second trajectory, the electron starts at point ri in the left metal at time ti,
it returns to ri after time t0, then it moves along the same path of the first trajectory
and reaches point rb at time t2 of the second voltage pulse where it tunnels to the right
metal. From rb the electron moves along the same path as in the first trajectory and
reaches point rf at time tf .

Since the electrons have a constant velocity (magnitude) the length of the loops
in the two trajectories, l0, is determined by t0, l0 = vF t0. In the multiple scattering
regime the length of the loop is much larger than the elastic mean free path and it can
be approximated by l0 ≈ Nle � le. The error in this approximation is of order le. In
the weak disorder limit kle � 1, so the correction to the dynamical phase kl0 of the
loop can be neglected. Therefore, for t0 much larger than the mean free time between
successive scattering events τe = vF le (t0 � τe), a loop of length l0 = vF t0 exists in
any disorder realization.

The probability amplitude for the two trajectories are

A1 ∼ eikl1e−
i
~ εL(t1−ti)eikl2e−

i
~ εR(tf−t1)eikl0

A2 ∼ eikl0eikl1e−
i
~ εL(t1−ti)e−iϕ0e−

i
~ εL(t2−t1)eikl2e−

i
~ εR(tf−t2)

(3.47)

where ϕ0 is the phase of a single voltage pulse, l1 is the length of the path in the left
lead and l2 is the length of the path in the right lead.

The interference between theses quantum amplitudes is

Pq = |A1 +A2|2 = 2Pcl

(
1 + cos

(
εR − εL

~
t0 − ϕ0

))
(3.48)
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Figure 3.5: Illustration of the interfering trajectories described by (3.46). In the first
trajectory (blue) the electron passes the barrier at the first voltage pulse, reaches the
final point rf at tf − t0 and returns to the final point at tf . t0 is the time between
the voltage pulses. In the second trajectory, the electron starts at ri, returns to it after
time t0 and passes through the barrier at the second voltage pulse. Then it reaches the
final point rf at tf . Since the path the electrons take in the two trajectories between ri
and rf is equal, the dynamical phase of the corresponding quantum amplitudes is equal
and interference between these amplitudes will survive the disorder average.

which is the Ramsey interference in the probability to create a e-h pair in the
right-left leads (3.36). Therefore, the disorder average over eq. (3.44) does not wash
out the oscillations of the probability with frequency t0.

3.8 The effect of an electromagnetic environment

The principle of a Ramsey interferometer can be used to study the dephasing processes
of the electrons in a tunnel junction. Here we will consider the dephasing caused by
the interaction of the electrons in the tunnel junction with the external electric circuit,
i.e. with their electromagnetic environment.

Until now we have considered free electrons in our description of the electrons in
the tunnel junction. How does Coulomb interaction affect this description? First,
the electrons are fermionic quasi-particles with a finite lifetime [58] which sets an
upper bound to the phase coherence time. The quasi-particle lifetime diverges when
approaching the Fermi energy and at zero temperature. Thus a description in terms of
free particles is valid as long as we consider temperatures and voltages much smaller
than the Fermi energy. Second, Coloumb interactions couple the tunnel junction,
which may be thought of as a leaky capacitor, to the circuit in which it is embedded.
The P (E) theory employed in this section describes the coupling of a small tunnel
junction with large resistance compared to the quantum of resistance RK = h

e2
to a

external impedance [59, 60, 61]. The dynamical Coulomb blockade suppression of the
tunnel junction conductance at small voltage when it is embedded in a high resistive
impedance circuit, predicted by the theory, was verified experimentally [62, 63]. The
theory has been extended to low resistance [64] and long tunnel junctions [65] and
to a general phase coherent conductors [66, 67]. A relation between the dynamical
Coulomb blockade corrections to the conductance of a coherent conductor embedded
in small impedance environment and the shot noise of the conductor in the absence
of an external impedance was found in [68] and verified experimentally in [69]. A
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general relation between the Coulomb blockade corrections to the nth cumulant of the
current fluctuations with an external impedance and the (n+ 1)th cumulant without
the external impedance were derived in [70, 71, 72, 73].

The body of works reviewed above considers transport in the presence of an en-
vironment due to a dc voltage. Here we consider transport due to a time-dependent
voltage. The interplay between the driving force, pumping energy into the system,
and the interaction with the environment give rise to complicated dynamics [74]. We
concentrate on the Ramsey voltage modulation and find the effect of the environment
on the Ramsey fringes.

3.8.1 Quantum circuit theory

We now present a general approach for calculating the quantum behavior of an electric
network [75, 76]. A classical Hamiltonian of the circuit which reproduces its classical
behavior is defined and quantized by the usual canonical quantization procedure. In
this approach the degrees of freedom are the charges and magnetic fluxes stored in the
components of the electric circuit and not the electrons of the materials composing
the circuit. These are collective degrees of freedom describing the cooperative motion
of large number of electrons. Let us first consider a simple circuit consisting of two
elements: capacitor (C) and inductor (L), see figure 3.6.

Quantum mechanics of a LC-circuit

Figure 3.6: LC circuit driven by a voltage V (t). The voltage drop on the capacitor is
denoted by U and the voltage drop over the inductor is V − U .

We are working in the regime where Kirchhoff laws apply. This amounts to the
assumption that the size of the circuit is much less that the typical wavelength of the
electromagnetic field propagating through it. The dimensions of microelectronic cir-
cuits are of the order of a few hundered µm which is much shorter than the wavelength
of a microwave signal in the GHz frequencies. Each element b of the circuit is char-
acterized by the voltage across it and the current flowing through it. These variables
can be defined from the underlying electromagnetic fields

vb =

∫ end of b

beginning of b

−→
E ·
−→
dl (3.49)

ib =
1

µ0

∮
around b

−→
B ·
−→
dl. (3.50)
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In what follows it will be convenient to introduce the phases

φ(t) =
e

~

∫ t

−∞
dt′U(t′) (3.51)

φ0(t) =
e

~

∫ t

−∞
dt′V (t′) (3.52)

where U is the voltage across the capacitor and V is the applied voltage. The equation
of motion of the circuit Cφ̈ = φ0−φ

L can be obtained from the Lagrangian

L =
C

2

(
~
e
φ̇

)2

− 1

2L

(
~
e

)2

(φ− φ0)2 . (3.53)

This is a classical Lagrangian with no dependence on ~ here introduced in the definition
of φ for later convenience. Switching to the Hamilton formalism, we find that the charge
Q on the junction is the conjugate variable to (~/e)φ. In the canonical quantization
this leads to the commutation relation

[φ,Q] = ie. (3.54)

The resulting Hamiltonian is

H =
Q2

2C
+

1

2L

(
~
e

)2

(φ− φ0)2 . (3.55)

This Hamiltonian is easy to understand. The first term Q2/2C represents the capacitor
energy and the second term is the inductor energy 1

2LI
2. The current through the

inductor can be expressed by phase of the inductor (φ− φ0) as I = ~
e

1
L (φ− φ0).

We are interested in the fluctuations of the phase φ around φ0, therefore we redefine
the phase operator

φ(t)→ φ(t)− φ0(t). (3.56)

The commutator is still
[φ,Q] = ie (3.57)

and the Hamiltonian is given by

H =
Q2

2C
+

1

2L

(
~
e

)2

φ2. (3.58)

The Hamiltonian of LC-circuit is equivalent to that of harmonic oscillator with
frequency Ω = 1/

√
LC, hence it can be written as

H = ~Ω

(
a†a+

1

2

)
(3.59)

where we have defined the ladder operators a, a† = 1√
2

((
~2C
e4L

) 1
4
φ± i

(
L

~2C

) 1
4 Q

)
,

which satisfy the commutation relation [a, a†] = 1.

In order to understand the meaning of these operators we choose a gauge with only
vector potential and no electric potential. In such a gauge the longitudinal part of the
vector potential is A‖(k) = ~A·k̂ =

∫ t
dt′ iρ(k)

kε0
where ρ is the charge density in the circuit

element [77]. We consider the phase of the inductor φ ∼ (a+ a†) and wish to compare

it to the vector potential ~A. (3.49) implies that φ ∝
∫ t
dt′
∫ end of L

beginning of L ∂t′
−→
A ·
−→
dl =
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∫ end of L
beginning of L

−→
A ·
−→
dl . Therefore, the phase is proportional to the part of the vector

potential propagating along the circuit with frequency Ω = 1/
√
LC. Thus, a describes

a ”longitudinal photon” with frequency Ω which propagates along the circuit. The
longitudinal vector potential is related to the charge density, hence the ”longitudinal
photon” describes charge density fluctuations.

Quantum mechanics of a general circuit

In the previous section we have shown that the Hamiltonian of an LC circuit is the
sum over the energies stored in the capacitor and inductor. This statement can be
generalized to describe an arbitrary circuit. the Hamiltonian of any linear electric
circuit is the sum of the energies of its capacitive and inductive elements [75, 76].
In order to describe a circuits with linear dissipative elements the Caldeira-Legget
model [78, 79] can be used and the dissipative elements is replaced by a semi-infinite
transmission line. The energy loss of the dissipative element is accounted for by the
energy sent through the transmission line to infinity. The transmission line is described
by a continuum of LC-circuits, the parameters of these LC-circuits are chosen such that
the classical equation of motion (with dissipation) of the circuit is recovered.

3.8.2 Tunnel junction embedded in an electric circuit

We consider a tunnel junction connected in series with an external impedance Z(ω)
(see Fig. 3.7) which represents the electrical circuit connected to the tunnel junction.
We use the P (E) theory to include the effect of the environment [59].

Tunneling and description of the environment

The P (E) theory [59] described in this section is phenomenological. It treats the elec-
trons in the tunnel junction and the electrons in the electric circuit differently. The
electrons in the tunnel junction are described by their fermionic operators while in
the circuit the charge fluctuations which incorporate many electrons are described by
bosonic operators. A tunneling electron generates electric field fluctuation throughout
the circuit, these effects modify the tunneling Hamiltonian within an effective de-
scription. The phenomenological description holds when the electric field propagates
faster than the electrons in the circuit [59]. The P (E) theory described successfully
experiments on tunnel junctions [63, 64, 65, 62], short coherent conductors [69] and
Josephson junctions [80] in various external impedances.

As in section 3.2, the electrons in the two metal electrodes are described by the
Hamiltonian

H0 =
∑
k

εLkc
†
LkcLk +

∑
q

εRqc
†
RqcRq (3.60)

Tunneling is introduced by the Hamiltonian [59]

HT =
∑
kq

Tc†RqcLke
−iφ0(t)Λe + h.c. (3.61)

such that Tc†RqcLk transfers an electron between the electrodes and φ0(t) is the time

integral over the external voltage applied on the circuit φ0(t) = e
~
∫ t
V (t′)dt′ as defined

in (3.52). Λe is an operator changing the charge Q on the junction: Λ†eQΛe = Q − e.
Therefore, Λe represents the coupling to the environment. When an electron tunnels,
it changes the charge on the tunnel junction and excites the charge density modes of
the electric circuit.

31©
 T

ec
hn

io
n 

- I
sr

ae
l I

ns
tit

ut
e 

of
 T

ec
hn

ol
og

y,
 E

ly
ac

ha
r C

en
tra

l L
ib

ra
ry



Figure 3.7: A tunnel junction with capacitance C and a constant tunneling matrix
element T coupled to a voltage source V via the external impedance Z(ω).

As in section 3.8.1 we describe the environment phenomenologically by a set of
LC-circuits which are bilinearly coupled to the phase of the junction φ

Henv =
Q2

2C
+

N∑
n=1

[
q2
n

2Cn
+

(
~
e

)2 1

2Ln
(φ− φn)2

]
. (3.62)

The first term describes the charging energy of the junction capacitor. In the second
term we sum over the degrees of freedom of the external circuit represented by harmonic
oscillators of frequency ω̃n = 1/

√
LnCn which are bilinearly coupled to the phase of the

tunnel junction. Recall that Q and φ represent a multiparticle state of the electrons
in the circuit. The Hamiltonian can be diagonalized and written in terms of ladder
operators.

Henv =
∑
j

~Ωj

(
a†jaj +

1

2

)
(3.63)

These operators create/annihilate a photon with frequency Ωj which represents an
excitation of the electromagnetic field propagating along the circuit.

Having a description of the environment, the charge translation operator can be
found: Λe = e−iφ. Since [φ,Q] = ie

eiφQe−iφ = Q− e (3.64)

as required. Therefore, tunneling is introduced by the Hamiltonian

HT =
∑
kq

Tc†RqcLke
−iφ−iφ0 + h.c. (3.65)

Switching to the diagonalized degrees of freedom of the environment, the phase takes
the form

φ =
∑
j

bj

(
aj + a†j

)
(3.66)

where bj are constants that result from the diagonalization of (3.62).
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Finally, the total Hamiltonian

H = H0 +Henv +HT (3.67)

contains the contributions of the Hamiltonian of the two electrodes (3.60), the Hamil-
tonian describing the environment including the charge degree of freedom (3.62) and
the tunneling Hamiltonian which couples the first two parts (3.65).

It may seem surprising that the external voltage does not enter the energies of the
electrons in the electrodes, but it is just a matter of a unitary transformation to the
Hamiltonian. Performing the time-dependent unitary transformation

U =
∏
k

eiφ0(t)c†LkcLk (3.68)

results in the following quasiparticles and tunneling Hamiltonians

H̃0 =
∑
k

(εLk + V (t))c†LkcLk +
∑
q

εRqc
†
RqcRq (3.69)

H̃T =
∑
kq

Tc†RqcLke
−iφ + h.c. (3.70)

We chose the previous descriptions since for perturbation theory it is convenient to
work with a Hamiltonian whose time dependence is in the perturbation and not in the
system.

We assume that the initial state of the system is a product state ρi = ρi,e ⊗ ρi,env
where the initial state of the tunnel junction is the vacuum state of electrons and
holes ρi = |0〉〈0| and that the environment is in thermal equilibrium with inverse
temperature β: ρi,env = Z−1

β e−βHenv , Zβ = Tre−βHenv . Note that we assume different
temperatures for the environment and the leads.

3.8.3 Probability for the creation of e-h pairs in the presence of an
environment

The density matrix of the whole system at tf is given by ρ (tf ) = U (ti, tf ) ρiU
† (ti, tf ),

where U(ti, tf ) is the time evolution operator. The probability to create a pair is

P k,−qLR = Trenv〈1eLk , 1hR,−q |ρ (tf ) |1eLk , 1hR,−q〉 (3.71)

The probability for the creation of a e-h pair to second order in T , the tunneling matrix
element, can be found by expanding U in powers of T

P k,−qLR ≈ 1

~2

tf∫
ti

dt1

tf∫
ti

dt2Trenv〈1eLk , 1hR,−q |HT (t2) |0〉〈0| ⊗ ρi,envHT (t1) |1eLk , 1hR,−q〉

=
T 2

~2

tf∫
ti

dt1

tf∫
ti

dt2e
−iφ0(t1)+iφ0(t2)e−i

∆εLR
~ t1e+i

∆εLR
~ t2Trenv

{
e+iφ̃(t2)e−iφ̃(t1)ρi,env

}

=
T 2

~2

tf∫
ti

dt1

tf∫
ti

dt2e
−iφ0(t1)+iφ0(t2)e−i

∆εLR
~ t1e+i

∆εLR
~ t2eJ(t2−t1) (3.72)
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where the time evolution of Õ is with respect to the Hamiltonian H0 + Henv. Since
the thermal state of the environment is Gaussian with respect to the environment
operators and stationary, the bath expectation value can be expressed as [59]

Trenv

{
e±iφ̃(t2)e∓iφ̃(t1)ρi,env

}
= eJ(t2−t1) (3.73)

where we introduce the phase-phase correlation function

J (t) = Trenv

{[
φ̃ (t)− φ̃ (0)

]
φ̃ (0) ρi,env

}
(3.74)

and the probability of the bath to absorb energy E

P (E) =
1

2π~

∞∫
−∞

dte[J(t)+ i
~Et] (3.75)

Damping and fluctuations have the same microscopic origin, therefore they are
related. This relation is given by the fluctuation-dissipation theorem [81]. The suscep-
tibility is the linear response of the phase to the conjugate force e

~I(t)

χ(ω) = χ′(ω)− iχ′′(ω) =
( e
~

)2 Zt(ω)

iω
(3.76)

where Zt is the total impedance of the electric circuit, i.e. of the tunnel junction
capacitance C and the external impedance Z in series Zt (ω) = 1

Z−1+iωC
.

The fluctuation-dissipation theorem [81] relates the Fourier transform of the cor-
relation function

C(ω) =

∫ ∞
−∞

dte−iωt〈φ̃(0)φ̃(t)〉 (3.77)

to the dissipative part of the susceptibility χ′′(ω)

C(ω) =
2~

1− e−β~ω
χ′′(ω) =

2

1− e−β~ω
1

ω

ReZt(ω)

RK
(3.78)

where RK = h
e2

is the quantum resistance. Therefore, the correlation can be expressed
as

〈φ̃(0)φ̃(t)〉 =

∫ ∞
−∞

dωe+iωt 2

1− e−β~ω
1

ω

ReZt(ω)

RK
(3.79)

Subtracting 〈φ̃2(0)〉 and using the identity 1
1−e−β~ω = 1

2 −
1
2 coth(1

2β~ω), J(t) is given
by [59]

J (t) = 2

∞∫
0

dω

ω

ReZt (ω)

RK

{
coth

(
β~ω

2

)
[cos (ωt)− 1]− i sin (ωt)

}
. (3.80)

With the help of eqs. (3.74-3.75), the creation probability can be expressed as the
sum of all the processes for which a tunneling electron absorbs energy ∆ε + E from
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the time-dependant voltage and emits energy E to the environment

P envLR (∆εLR) =
T 2

~2

tf∫
ti

dt1

tf∫
ti

dt2e
−iφ0(t1)+iφ0(t2)e−i

∆εLR
~ t1e+i

∆εLR
~ t2

∫ ∞
−∞

dEP (E)e−
i
~Et

=

∞∫
−∞

dEP (E)P 0
LR (∆εLR + E) . (3.81)

P (E) is the probability of the environment to absorb energy E (negative energies cor-
respond to emission) and P 0

LR is the creation probability in the absence of environment
(3.19). As in the case without environment, the pair creation probability depends only
on the energy difference ∆εLR = ε0Lk − εRq. The same expression holds also for PRL
with energy difference ∆εRL = εRq − ε0Lk. This is illustrated in Fig. 3.8.

Figure 3.8: In the presence of an environment a tunneling electron can emit energy
into the environment. The energy supplied to the electron from the voltage pulse is the
final energy of the e-h pair plus the energy the environment absorbed ∆ε + E. This
process is described by eq. (3.81)

3.8.4 The effect of an electromagnetic environment on Ramsey inter-
ference

The probability for the creation of e-h pairs (3.81) in the presence of an environment is
a convolution-like expression between the pair creation probability in the absence of en-
vironment and the environment absorption probability. Therefore the Ramsey fringes
will be washed out by the environment when the width of P (E) will be comparable to
the period ~t−1

0 of the fringes.

To be more precise, for the Ramsey voltage modulation given by (3.32) the prob-
ability for the creation of a e-h pair after two pulses is given by

P envLR,2 (∆ε) =

∞∫
−∞

dEP (E)P 0
RL,1(∆ε+ E)

[
2 + 2 cos

(
(∆ε+ E)t0

~
+ ϕ0

)]
(3.82)

where P 0
LR,1 is the pair creation probability due to a single pulse in the absence of the

environment (3.35).
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To better understand the effect of the environment let us consider the probability
to create a e-h pair expressed in the time domain

P envLR (∆εLR) =
T 2

~2

tf∫
ti

dt1

tf∫
ti

dt2e
−iφ0(t1)+iφ0(t2)e−i

∆εLR
~ t1e+i

∆εLR
~ t2eJ(t2−t1) (3.83)

Using the stationary phase approximation, the main contributions to the integral come
from the times where the argument of the exponent is stationary. Assuming that
J̇ � φ̇0 and J̇ � (εRq − εLk), the stationary condition is

~φ̇0 (t1) = ∆εLR

~φ̇0(t2) = ∆εLR
(3.84)

Remember that we consider only cases where |∆εLR| > 0, therefore the main contri-
bution to the integral comes from times satisfying

V (t1) = V (t2) 6= 0. (3.85)

Assuming that the two pulses are narrow, i.e. V (t) ≈ ϕ0δ(t) + ϕ0δ(t − t0), there are
only 4 possibilities to satisfy (3.85):

t1 = t2 = 0

t1 = t2 = t0

t1 = 0 t2 = t0

t1 = t0 t2 = 0

(3.86)

and the e-h creation probability is approximately given by

P envLR (∆εLR) ∼ 2eJ(0) + eJ(t0)e+iϕ0e+i
∆εLRt0

~ + eJ(−t0)e−iϕ0e−i
∆εLRt0

~

= 2 + 2eJR(t0) cos

(
∆εLRt0

~
+ ϕ0 + JI(t0)

)
(3.87)

where we used the time reversal symmetry for the free environment J (t) = J∗ (−t) and
we defined the real and imaginary part of the correlation function J(t) = JR(t)+iJI(t).
This result can be understood in our two-slit description of Ramsey interferometry.
The environment dephases the phase of the electron, therefore it reduces only the
interference (quantum) part of the probability and keeps the classical sum of the two
paths unchanged. Moreover, the amplitude of the Ramsey fringes decays exponentially
with the correlation function of the environment J (t0). Therefore, by measuring it as
a function of the time between the pulses, t0, we can obtain the correlation function
of the bath as a function of time.

In section 3.1 we argued that the effect of an environment on quantum interference
will be to reduce exponentially its amplitude (3.7). In this section we consider an
example for such an environment - the EM environment. There, the function f(t)
in (3.7) which controls the dephasing is just the real part of the correlation function
JR(t). The coherence time τφ is the characteristic time for the decay of the interference
effect. Using Ramsey interferometry, τφ can be measured in a direct way: the time t0
between the pulses is increased until the Ramsey interference vanishes.

In the next section we will demonstrate that the e-h creation probability in the
presence of an environment can be measured by the current noise in the same way as
without an environment.
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3.8.5 Current noise in the presence of an environment

In this section we show that the relation between the current noise and the probability
for the creation of e-h pairs remains unaffected by the environment. Thereby, the
creation probability can be measured along the same protocol previously described .

As before, we find the current from the change in time of the number of electrons
in the left lead

I = i
e

~
∑
kq

[
Tc†LkcRqe

+iφ0(t)+iφ − h.c.
]

(3.88)

Note that now the current depends also on the bath operators through φ. The corre-
lation function of the current is defined as

C (t1, t2) = Tr {I (t1) I (t2) ρi} (3.89)

The correlation function, to second order in T , is given by the correlation function of
Ĩ(t), where Ĩ(t) evolve in time with respect to the Hamiltonian H0 +Henv

C (t1, t2) ≈ Tr
{
Ĩ (t2) ρiĨ (t1)

}
= Trenv

∑
kq

〈11|Ĩ (t2) |0〉〈0| ⊗ ρi,env Ĩ (t1) |11〉


=
e2

~2
Trenv

∑
kq

〈11|H̃T (t2) |0〉〈0| ⊗ ρi,envH̃T (t1) |11〉

 (3.90)

where |11〉 denotes a state with one e-h pair and the sum over k, q is over all such
possible states. The trace over the electron system is reduced to a trace over one
electron-hole states since they are the only states that can be created from the vacuum
by Ĩ. In order to get the second line of (3.90) we note that the matrix elements of Ĩ
and H̃T differ by a constant only.

The power spectrum of the current is given by the Fourier transform of the corre-
lation function,

S (Ω) =

∞∫
−∞

dt1

∞∫
−∞

dt2C (t1, t2) eiΩt1e−iΩt2 . (3.91)

Inserting (3.90) we find that the shot noise is the total probability to create a e-h pair,
as in the absence of the environment.

S (Ω→ 0) =

∞∫
−∞

dt1

∞∫
−∞

dt2
e2

~2
Trenv

∑
kq

〈11|H̃int (t2) |0〉〈0| ⊗ ρi,envH̃int (t1) |11〉



= e2


∑

q > kF
k < kF

P envRL

(
∆εRL = εRq − ε0Lk

)
+

∑
k > kF
q < kF

P envLR

(
∆εLR = ε0Lk − εRq

)
 .

(3.92)

As before, taking the continuum limit and assuming that the density of states and
the tunneling matrix element does not depend on energy, the second derivative with
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respect to the dc voltage yields

d2S (Ω→ 0)

d (eVdc)
2 = e2ρ2 [P envLR (∆εLR = −eVdc) + P envRL (∆εRL = eVdc)] (3.93)

We have demonstrated that the relation between the current noise and the e-h
creation probability does not depend on the environment. Therefore, the measurement
procedure described in section 3.4 can be used to observe the effect of an environment
on the tunneling process.

3.8.6 Ohmic environment - Crossover from ballistic to diffusive regimes

For an ohmic environment the classical equation of motion of the phase in the absence
of tunneling and external voltage correspond to a free particle with friction [82]

ϕ̈+
1

RC
ϕ̇ (s) = 0 (3.94)

where the friction coefficient is given by (RC)−1, C is the tunnel junction capacitance
and R is the external resistor. Fluctuation dissipation theorem tells us that the source
of friction is the fluctuations of the phase. When the RC circuit is at zero temperature
(β →∞) the origin of the fluctuations will be quantum. In the high temperature limit
~β � RC, the fluctuations will be dominated by the thermal ones.

The quantum equation of motion of the phase is analogous to that of a quantum
Brownian particle [59, 82], where the phase corresponds to the position of the Brow-
nian particle. In the high temperature limit ~β � RC the limiting behavior of the
correlation function J(t) is [82]

J (t) =

{
− 1

~β
π

RkC
t2 − iπ 1

RKC
t t� RC

− R
Rk

2π
~β (t−RC)− iπ R

RK
t� RC

(3.95)

where we introduce the quantum of resistance RK = h/e2. The mapping between the
tunnel junction phase and the position of a quantum Brownian particle is described in
[82] and sketched in appendix D.

The real part of the correlation function JR(t) corresponds to the mean square
displacement of the Brownian particle

JR(t) = −1

2
〈
[
φ̃(t)− φ̃(0)

]2
〉 ∼

{
t2 t� RC

t t� RC
(3.96)

where 〈·〉 represents the trace over the environment degrees of freedom. For t� RC,

the displacement of the Brownian particle is linear in time

√
〈
[
φ̃(t)− φ̃(0)

]2
〉 ∼ t,

therefore its motion is ballistic in this regime. For t � RC, the displacement of the

Brownian particle is

√
〈
[
φ̃(t)− φ̃(0)

]2
〉 ∼
√
t, therefore its motion is diffusive in that

regime. These limits can be understood from noting that RC is the average time
between kicks of the Brownian particle. For t � RC, the Brownian particle did not
change its direction, therefore its motion is ballistic. For t� RC the Brownian particle
has already changed its direction of propagation many times, therefore its motion is
diffusive. In both regimes, the correlation decreases linearly with the temperature of
the circuit β−1.

The probability for the bath to absorb the energy E for high/low resistance corre-
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spond to taking correspondingly the short/long time limits of the correlation function
J(t) into the definition of P (E) eq. (3.75)

P (E) =


√

β
4πEc

exp
[
−β (E−Ec)2

4Ec

]
R→∞

1
π

2πR
βRK

1

(E)2+
(

2πR
βRK

)2 R→ 0
(3.97)

where Ec = e2

2C is the charging energy of the tunnel junction. In the high resistance
limit the probability of the environment to absorb the energy E is a Gaussian centered
at the charging energy of the tunnel junction. This is the Coulomb blockade regime
where an electron can tunnel only if it can give the charging energy to the environment.
In the low resistance limit the environment probability P (E) is a Lorentzian centered
at zero. In both regimes, the width of the probability distribution increases with
temperature, indicating that more tunneling processes are allowed as the temperature
increases.

Here, we can demonstrate the advantage of the Ramsey interference method. Since
Ramsey setup introduces a new time scale t0, the time between the voltage pulses,
scanning t0 allows to probe the dynamics at all time scales. Recall that in section
3.8.4 we found how the environment modifies the Ramsey interference pattern (3.87)

P envLR (∆εLR) ∼ 2 + 2eJR(t0) cos

(
∆εLRt0

~
+ ϕ0 + JI(t0)

)
(3.98)

where we defined the real and imaginary part of the correlation function J(t) = JR(t)+
iJI(t). The correlation function JR(t0) can be obtained from the amplitude of the
Ramsey fringes. Modifying t0 allows to probe the crossover between the short (ballistic)
and long (diffusive) time limits of the ohmic environment (3.95).

The probability for the creation of a e-h pair in the presence of the ohmic environ-
ment (3.82) for t0 � RC is given by

P env2 (∆ε) = 4

∫ ∞
−∞

dE

π

2π
βα

(E)2 +
(

2π
βα

)2P
0
1 (∆ε+ E) cos2

(
(∆ε+ E)t0

2~
+
ϕ0

2

)
(3.99)

Since the probability to create a e-h pair is a convolution between the bare probability
P 0(∆ε) and the probability of the environment to absorb energy P (E), the Ramsey
interference pattern will be noticeable only when the width of P (E) is smaller than
the period of the Ramsey fringes 2π~t−1

0 . The width of the one-pulse envelope is much
larger than the period of the Ramsey fringes (τ−1 � t−1

0 ), therefore we can assume that
in the regime we are interested in, the one-pulse envelope varies slowly with respect to
the width of P (E)

d

d∆ε
P 0

1 (∆ε)
2πRK
βR

� 1 (3.100)

and take it as constant over the integration range to obtain a simple expression for the
Ramsey interference probability in the diffusive regime

P env2 (∆ε) ≈ 2P 0
1 (∆ε)

(
1 + cos

(
∆εt0
~
± ϕ0

)
e
− 2πR

~βRK
t0

)
. (3.101)

The phase coherence time τφ is the characteristic time for the decay of the interference
effect. In this regime it is given by τφ = ~βRK/2πR.

In the opposite limit, t0 � RC, the probability for the creation of a e-h pair in the
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presence of the ohmic environment (3.82) is given by

P env2 (∆ε) = 4

∫ ∞
−∞

dE

√
β

4πEc
e−β

(E−Ec)2
4Ec P 0

1 (∆ε+ E) cos2

(
(∆ε+ E) t0

2~
+
ϕ0

2

)
.

(3.102)
From the same considerations as before we assume that the one-pulse envelope varies
slowly with respect to the width of P (E)

d

d∆ε
P 0

1 (∆ε)

√
2Ec
β
� 1 (3.103)

and take it to be constant over the integration range. The probability for the creation
of a e-h pair in the ballistic regime can be expressed as

P env2 (∆ε) ≈ 2P 0
1 (∆ε+ Ec)

(
1 + cos

(
(∆ε+ Ec) t0

~
± ϕ0

)
e
− Ec
β~2 t

2
0

)
(3.104)

Note that in this regime the amplitude of the Ramsey fringes decay as e
− Ec
β~2 t

2
0 where

the argument of the exponent decreases quadratically and not linearly in time. The
phase coherence time, the characteristic time for the decay of the Ramsey fringes, is
now given by τφ =

√
β~2/Ec. The ballistic regime corresponds to the appearance of

Coulomb blockade, the attenuation of the current through the tunnel junction as a
consequence of the interaction of the tunneling electron with the EM environment.
In the Ramsey interference, Coulomb blockade appears as a shift of the interference
pattern by the charging energy Ec (see eq. 3.104 relative to eq. (3.34)). Due to the
sensitivity of the Ramsey fringes it can be used to measure the charging energy of the
tunnel junction in an accurate way.

Fig. 3.9 shows the probability for the creation of a e-h pair as a function of its
energy in the Coloumb blockade regime (3.104) for the same voltage modulation used
in Fig. 3.3 where the probability in the absence of environment (3.34) is plotted.
The different plots represent different temperatures of the resistor, the temperature is
given in units of Ec, the charging energy of the tunnel junction. The figure shows the
decrease in the amplitude of the Ramsey fringes with temperature. In all the plots, the
time t0 between the pulses is kept constant. The energy of the e-h pair ∆ε is given in
units of 2π~

t0
as in Fig. 3.3. In order to clearly see the shift of the interference pattern

by Ec relative to Fig. 3.3, we chose, artificially, that the charging energy of the tunnel
junction is EC = 1 in units of 2π~

t0
.

The ohmic environment decreases the amplitude of the Ramsey fringes in an ex-
ponential manner where the exponent argument is JR(t0). Therefore, the quantum
Brownian motion of the tunnel junction phase can be explored using Ramsey interfer-
ence. The crossover between the ballistic and diffusive regimes correspond to having
both arguments in the exponents of the functions (3.101), (3.104) small compared to 1

when t0 ∼ RC. Therefore, we require 2π2

βEC
R2

R2
K
< 1. The high temperature limit should

also be satisfied. It can be rewritten as βEC � π(R/RK) .

Fig. 3.10 shows the crossover between the ballistic and diffusive regimes around
t0 = RC. The amplitude of the Ramsey fringes in the case of on ohmic environment
is plotted as a function of t0. The blue dots are numerical data and the red and
green lines are the approximations for small and large times of the correlation function
J(t) (eqs. 3.101, 3.104). The system parameters are chosen to be Ec = 10−8eV ,
β−1 = 10−4eV , RK/R = 750, γ = 0.005(RC)−1, this corresponds to resistance of
R = 34.5Ω, capacitance of C = 8pF and temperature of 1K. The voltage pulse is
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Figure 3.9: Ramsey interference in the probability for a e-h pair creation in the
Coulomb blockade regime as a function of energy for different temperatures of the
resistor. The temperatures are given in units of the charging energy Ec. The voltage
modulation for all the plots is the same as in Fig. 3.3 and the energy of the e-h pair is
given in units of 2π~

t0
(as in Fig. 3.3). In order to clearly see the shift of the interfer-

ence pattern by Ec relative to Fig. 3.3, we chose, artificially, that the charging energy
of the tunnel junction is EC = 1 in units of 2π~

t0
.

taken to be a Gaussian with width σ = 0.005RC and pulse area ϕ0 = 7π.
The numerical data in Fig. 3.10 is calculated in the following way: The environ-

ment probability P (E) is calculated from eq. (3.75). The bare creation probability
P 0(∆ε) after a single Gaussian pulse and after two consequent Gaussian pulses is
calculated from eq. (3.19). In order for these integrals to converge we introduce a
small imaginary part to the energy γ. Since these integrals oscillate rapidly they
are the main source of the numerical errors. The creation probability in the pres-
ence of the environment is calculated from eq. (3.81) and fitted to the expression
P2(∆ε) = 2P1(∆ε) (1 +A cos(∆εt0/~ + b)). The fitting parameter A is the amplitude
of the Ramsey fringes and its logarithm is plotted in Fig. 3.10 as a function of t0, the
time between the two pulses.
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Figure 3.10: The amplitude of the Ramsey fringes in the case of on ohmic environment
as a function of the time between the voltage pulses t0. The blue dots are numerical
data the red and green lines are the approximations for small and large times. The
system parameters are chosen to be Ec = 10−8eV , β−1 = 10−4eV , RK

R = 750, γ =
0.005(RC)−1. The voltage pulse is taken to be a Gaussian with width σ = 0.005RC
and pulse area φ0 = 7π
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Chapter 4

Ramsey interference and
Schwinger effect

The Schwinger effect is the creation of electron-positron (e-p) pairs from the QED
vacuum perturbed by a strong classical external electric field [1, 83, 84, 85]. This
fundamental aspect of QED has not yet been observed since it requires strong fields.
The critical field strength, for the case of a constant electric field, is of the order of
1616 V/cm (the corresponding intensity is 1029W/cm2).

New theoretical studies, motivated by the experimental developments in ultra-
high intensity lasers [86, 87, 88, 89], suggest that by manipulating the shape of the
laser pulses the Schwinger effect might become observable at lower intensities (1025 −
1026W/cm2). Spacial shaping and enhancement of the electric field configuration by
simultaneously focusing multiple pulses on one spot was suggested in [90, 91]. Tempo-
ral shaping by superimposing a strong and slow pulse with a weak and fast one were
considered in [92, 93, 94, 95, 96, 97, 98].

Since the Schwinger effect is non-perturbative, the temporal shape of the laser pulse
have a considerable effect on the pair creation rate and momentum distribution [99,
100, 101]. The oscillatory behavior of the momentum distribution is a manifestation
of the interference between the multiple laser pulses [102, 103, 104]. Unfortunately,
exact analytic solutions of the particle creation probability exist only for a few field
configurations, such as a uniform electric field with a time dependence of sech(t).
Hence, optimizing the pulse shape is an intricate problem [105]. We propose that
the e-p pair creation in the Schwinger effect can be mapped to a simple NMR two-
level system. This allows for an experimental study of the optimal time-dependent
modulation.

We consider the case of uniform but time-dependent electric fields where the prob-
lem can be formulated as a 1d quantum mechanical over the barrier scattering problem.
The calculation of the probability to create a e-p pair is reduced to finding the reflection
and transmission coefficients [106, 107] of the corresponding problem. For adiabatic
electric fields, this can be done by the WKB approximation [108, 109]. The scattering
formulation sheds light on the origin of the interference effects. In order to take these
interference effects into account, extensions to the WKB approximation were made
in [102, 103]. Another approach is the quantum kinetic one, where a quantum non-
markovian equation is derived for the time evolution of the adiabatic particle number
[110, 111, 112, 113, 114, 115, 116]. An extension of this approach to include rotating
electric fields was given in [117, 118, 119].

The basic ingredients of the Schwinger effect resemble the components of the tunnel
junction (see Fig. 4.1). The rate of e-h pairs creation in a tunnel junction is controlled
by the enegy scale T , which depends on the classical barrier the electron tunnels
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through. In the schwinger effect, the rate of e-p pairs creation from the Dirac sea is
controlled by the energy gap 2mc2. Both pairs are excited by perturbing the vacuum
state of the system by an electric field. Hence, it is natural to expect that Ramsey
interference can be generated in the probability to create an e-p pair from the QED
vacuum in a similar manner to its generation in the probability to create a e-h pair in
the tunnel junction.

Indeed the first generalization of the Ramsey effect to quantum fields was proposed
by [19] to the case of Schwinger effect. Here we give a more transparent picture of the
mapping between the Schwinger effect and a time-dependent two-level system. The
Hamiltonian of any two-level system can be written as H = ~v · ~σ where ~σ is a vector
of the Pauli matrices and ~v is a constant vector. In [19] two of the components of ~v
were functions of time, in our description only one component of ~v depends on time
making it a simple NMR system.

Unlike the case of a tunnel junction, the Ramsey interference in Schwinger effect
appears only for anti-symmetric pulses. This phenomenon can be understood from the
analogy to a two-level system as will be presented in section 4.3.

Figure 4.1: a) Schwinger effect. A strong electric field can excite an electron from the
dirac sea, thus creating an electron-positron pair. b) Tunnel junction. Tunneling of an
electron from the right lead to the left one by an applied voltage.

4.1 Introduction to Schwinger physics

The Dirac Hamiltonian in the presence of a uniform and time dependent electric field
can be written in the momentum space as

HD =

∫
d3k

(2π)3
ψ† (k)hDψ (k) (4.1)

hD = γ0
(
~γ ·
(
~k − ~A

)
+m

)
(4.2)

We choose the electric field to be in the z direction ~A = A (t) ẑ, and the chiral repre-
sentation for the gamma matrices,

γ0 =

(
0 −1
−1 0

)
γi =

(
0 σi

−σi 0

)
. (4.3)

The spinor field ψ can be decomposed as ψ(k) =
∑

s ψs(k) =
∑

s us,pas,k+vs,−pb
†
s,−k

where a is the annihilation operator of an electron and b is the annihilation operator
of a positron, the sum is over spins.
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In QED, a particle is an eigen-state of the Hamiltonian and its energy is the cor-
responding eigen-value. Since in this problem the Hamiltonian depends on time the
notion of a particle is not well defined except in the t→ ±∞ limits where we assume
the electric field is zero. Since the eigen-states of the Dirac Hamiltonian at t → −∞
are different from its eigen-states at t → ∞, the initial vacuum state is not the final
vacuum state, i.e. particles are created.

In order to connect the initial and final states, we consider three bases for the
Hilbert space: the ”in” basis which diagonalize the Hamiltonian at t→ −∞, the ”out”
basis which diagonalize the Hamiltonian at t → ∞ and the time-dependent adiabatic
basis which diagonalizes the Hamiltonian at each moment in time. The adiabatic basis
connects the two, it identifies with the ”in” basis at t→ −∞ and with the ”out” basis
at t→∞. The spinor ψs can be expanded in each of the basis

ψs (k, t) = uins,p (t) ains,k + vins,−p (t) bin†s,−k (4.4)

= uouts,p (t) aouts,k + vouts,−p (t) bout†s,−k (4.5)

= ũs,p (t) ãs,k (t) + ṽs,−p (t) b̃†s,−k (t) (4.6)

A Bogoliubov transformation relates these basis:

ãs,k (t) = αk (t) ains,k − β∗k (t) bin†s,−k

b̃†s,−k (t) = βk (t) ains,k + α∗k (t) bin†s,−k
(4.7)

In order to satisfy the anti-commutation relation

as,ka
†
s,k + a†s,kas,k = 1

bs,kb
†
s,k + b†s,kbs,k = 1

(4.8)

the Bogoliubov coefficients must satisfy |α|2 + |β|2 = 1. Since any measurable physical
quantity is expressed by the creation and annihilation operators of the electrons and
positrons, all the physical information, e.g. the number of particles created and their
correlations, is encompassed in the Bogoliubov coefficients. Hence, they will be our
object of interest.

The average number of electron-positron pairs with momentum k created by the
electric field from the vacuum is given by the expectation value of the number operator
at t→ +∞ (the ”out” basis) with respect to the vacuum at t→ −∞ (i.e. the vacuum
with respect to the ”in” basis |0 : in〉)

Ns(k) = 〈0 : in|aout†s,k a
out
s,k |0 : in〉 = |βk(t→ +∞)|2. (4.9)

4.1.1 “in/out” spinors

The spinors u
in/out
s,k (t), v

in/out
s,−k (t) are solutions of the Dirac equation(
iγ0∂t − ~γ ·

(
~k − ~A (t)

)
−m

)
Ψ = 0. (4.10)
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Using the chiral representation for the γ matrices we find

u
in/out
+,p (t) =


m
0

−i∂t + p‖(t)

k1 + ik2

 gin/outp (t) v
in/out
+,−p (t) =


m
0

−i∂t + p‖(t)

k1 + ik2

 g
in/out∗
−p (t)

u
in/out
−,p (t) =


−k1 + ik2

−i∂t + p‖(t)

0
m

 gin/outp (t) v
in/out
−,−p (t) =


−k1 + ik2

−i∂t + p‖(t)

0
m

 g
in/out∗
−p (t)

(4.11)

where the mode function gp(t) satisfies an oscillator type equation of motion[
∂2
t + ω2

p(t) + i∂tp‖(t)
]
gin/outp (t) = 0 (4.12)

and we define

ω2
p(t) ≡ p2

‖(t) + ε2⊥

p‖(t) ≡ (k3 − eA(t))

ε2⊥ ≡ k2
1 + k2

2 +m2

(4.13)

The in/out modes correspond to particles in the in/out states. Thus, their time de-
pendence should be of a free particle in the in/out states. This gives the boundary

conditions for g
in/out
p (t) are

ginp (t→ −∞) =
1√

2ωinp

(
ωinp − pin‖

)e−iωinp t
goutp (t→ +∞) =

1√
2ωoutp

(
ωoutp − pout‖

)e−iωoutp t
(4.14)

where ω
in/out
p =

√(
k3 − eAin/out

)2
+ ε2⊥. Since we consider the case where E(t →

±∞) = 0, Ain/out ( the vector potential at ±∞) are constants.

4.1.2 Adiabatic spinors

The adiabatic spinors are the time-dependent spinors which diagonalize the Hamilto-
nian hD at each moment in time. They are given by

ũ+,p (t) =


m
0

−ωp (t) + p‖ (t)

p1 + ip2

 g̃p (t) ṽ+,−p (t) =


m
0

ωp (t) + p‖ (t)

p1 + ip2

 g̃∗−p (t)

ũ−,p (t) =


−p1 + ip2

−ωp (t) + p‖ (t)

0
m

 g̃p (t) ṽ−,−p (t) =


−p1 + ip2

ωp (t) + p‖ (t)

0
m

 g̃∗−p (t)

(4.15)

46©
 T

ec
hn

io
n 

- I
sr

ae
l I

ns
tit

ut
e 

of
 T

ec
hn

ol
og

y,
 E

ly
ac

ha
r C

en
tra

l L
ib

ra
ry



where the corresponding eigen-values of ũs,p is +ωp(t) and of ṽs,−p is −ω(t) and the
adiabatic mode function is

g̃p (t) =
1√

2ωp
(
ωp − p‖

) exp

−i t∫
t0

ωp
(
t′
)
dt′

 (4.16)

In order to find the equation of motion for the Bogoliubov coefficients, lets consider
the Bogoliubov transformation between the spinors

uins,p (t) = αk (t) ũs,p (t) + βk (t) ṽs,−p (t)

vins,−p (t) = −β∗k (t) ũs,p (t) + α∗k (t) ṽs,−p (t)
(4.17)

Inserting (4.17) in the Dirac equation i∂tu
in
s,p (t) = hDu

in
s,p (t) yields equations for the

Bogoliubov coefficients

α̇k (t) =
ṗ‖ (t) ε⊥

2ω2
p (t)

βk (t) e
+2i

t∫
t0

ωp(t′)dt′

β̇k (t) = −
ṗ‖ (t) ε⊥

2ω2
p (t)

αk (t) e
−2i

t∫
t0

ωp(t′)dt′
(4.18)

Starting at the vacuum state at t→ −∞ corresponds to the initial conditions

αk (t→ −∞) = 1

βk (t→ −∞) = 0
(4.19)

Exact analytical solution to theses equations is known only for a few field configura-
tions. The optimal pulse modulation is the field modulation A(t) which maximizes the
number of electron-positron pairs Ns(k) = |βk(t→ +∞)|2.

4.2 Description of Schwinger effect as a TLS

Next we will demonstrate how a two-level system can describe Schwinger effect. As
noted in [19], eqns. (4.18) with the normalization constraint |α|2 + |β|2 = 1 correspond
to the Schrödinger equation of a two-level system with a time dependent Hamiltonian

i∂tΨ = H(t)Ψ

H(t) = ωp(t)σ
3 + Ωp(t)σ

2 =

(
ωp (t) −iΩp (t)
iΩp (t) −ωp (t)

)
Ψ =

(
β(t)e+i

∫ t ωp
α(t)e−i

∫ t ωp
) (4.20)

where Ωp(t) =
ṗ‖(t)ε⊥
2ω2
p(t)

and σi are the Pauli matrices. In this description the Hamilto-

nian depends on two time dependent frequencies which are non-trivial functions of the
Schwinger physical parameters and the modulation A(t). Nevertheless, from this two
level picture, an intuitive picture of interference effects in the probability for creation of
e-p pairs can be obtained. Next we will derive a simpler description of Schwinger effect
which includes only one time-dependent frequency and is easy to interpret physically.
Most importantly, our Hamiltonian is the well known Hamiltonian of NMR systems,
making it easy to investigate the optimal pulse shapes for the creation of e-p pairs.
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4.2.1 Two-level system

Let us consider a general NMR problem: a two-level system (TLS) with time-dependent
energy bias 2ε (t) and transition amplitude 2∆. Its Hamiltonian is given by

HTLS =

(
−ε (t) −∆
−∆ ε (t)

)
(4.21)

The adiabatic basis is the basis which diagonalize the Hamiltonian at each moment in
time. The adiabatic eigen-energies are time-dependent

E± (t) = ±Ω (t)

Ω (t) =
√

∆2 + ε2 (t)
(4.22)

and so are the corresponding adiabatic eigen-states are

ϕ+ (t) =

 √
Ω−ε
2Ω

−
√

Ω+ε
2Ω

 ϕ− (t) =

√Ω+ε
2Ω√

Ω−ε
2Ω

 (4.23)

Note that for ε� ∆ > 0 the adiabatic states coincide with the eigen-states of σ3

ϕ+ (t) ≈
(

0
−1

)
ϕ− (t) ≈

(
1
0

)
(4.24)

For large negative bias, ε < 0 and |ε| � ∆, the adiabatic states coincide with the
opposite σ3 eigen-states

ϕ+ (t) ≈
(

1
0

)
ϕ− (t) ≈

(
0
1

)
(4.25)

Therefore, a swap between the ground and excited states can be generated by adia-
batically switching between positive and negative large bias.

A general state of the two-level system can be written as a sum of the two adiabatic
eigenstates.

ψ (t) = α (t)ϕ− (t) e−i
∫ t Ω(t′)dt′ + β (t)ϕ+ (t) e+i

∫ t Ω(t′)dt′ (4.26)

Inserting (4.26) to the Schrodinger eq. i∂tψ = HTLS(t)ψ with HTLS given by (4.21)
yields the e.o.m for the adiabatic amplitudes

α̇ (t) = β (t)
ε̇∆

2Ω2
e+2i

∫ t Ω(t′)dt′

β̇ (t) = −α (t)
ε̇∆

2Ω2
e−2i

∫ t Ω(t′)dt′
(4.27)

For a system initially at the ground state the initial conditions are given by

α (t→ −∞) = 1

β (t→ −∞) = 0
(4.28)

4.2.2 The mapping

We have shown that the equations of motion of the adiabatic amplitudes of the QED
spinors (4.18) are equivalent to the equations of motion of the adiabatic amplitudes of
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a two-level system (4.27) under the following substitutions:

ε (t)↔ p‖ (t)

∆↔ ε⊥

ϕ− (t)↔ ũs,k (t)

ϕ+ (t)↔ ṽs,k (t)

(4.29)

The adiabatic ground state correspond to the adiabatic electron spinor and the adia-
batic excited state correspond to the adiabatic positron spinor. The minimal energy
required for a transition between the levels 2∆ correspond to the minimal energy re-
quired to create an electron-positron pair 2ε⊥ . The external field ε (t) which controls
the transition correspond to parallel momentum p‖ (t) which controls the creation of
the e-p pairs.

Therefore, we have shown that the transition probability from the ground state to
the excited state after some modulation of ε (t) is equivalent to the e-p pair creation
probability after the same time modulation of p‖ (t).

The relation between our description and the one given by [19] is by a time depen-
dent unitary transformation. Consider the transformation between the σ3 (the third
Pauli matrix) basis in which HTLS is writen and the adiabatic basis:

U(t) =

√Ω−ε
2Ω −

√
Ω+ε
2Ω√

Ω+ε
2Ω

√
Ω−ε
2Ω

 . (4.30)

The Schrödinger equation for ψ′ which is writen in the adiabatic basis is

i
∂

∂t
ψ′ = H ′TLSψ

′ (4.31)

where the Hamiltonian transforms to

H ′TLS = UHTLSU
† − iU ∂U

†

∂t
=

(
Ω (t) −i ∆

2Ω2 ε̇ (t)

i ∆
2Ω2 ε̇ (t) −Ω (t)

)
(4.32)

This is exactly the Hamiltonian of [19] (eq. 4.20) under the substitutions (4.29).

4.3 Ramsey interference

We have established the equivalence between Schwinger effect and a transition from the
ground to excited states of a simple two-level system. Thus, we can use our knowledge
and intuition from NMR physics to generate Ramsey interference in the electron-
positron creation probability. There is no analytical solution to a general energy bias
function ε(t) but some insightful approaches and approximations exist [120].

We wish to find the electric field modulation that will induce Ramsey interference in
the probability for creation of e-p pairs in the Schwinger effect. In all the examples we
presented until now, Ramsey interference was induced by a modulation of two identical
pulses. Next we will see, that contrary to our intuition, in the Schwinger effect Ramsey
interference will occur only for anti-symmetric configuration of the electric pulses [19].

In order to understand the difference between a symmetric and anti-symmetric
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configuration of the electric pulses, we consider the following modulations:

εS (t) =



ε1 t < 0

ε̃ (t) 0 < t < τ

−ε1 τ < t < t0

−ε1 + ε̃ (t) t0 < t < t0 + τ

−2ε1 t > τ

εAS (t) =



ε1 t < 0

ε̃ (t) 0 < t < τ

−ε1 τ < t < t0

−ε1 − ε̃ (t) t0 < t < t0 + τ

ε1 t > τ

(4.33)
where ε1 � ∆ and τ < t. The symmetric/anti-symmetric refer to the time derivative
of the energy bias, ε̇ (t) which correspond to the electric field ṗ‖ = −E (see Fig. 4.2).

Figure 4.2: The symmetric and anti-symmetric electric field and vector potential mod-
ulation described in eq. (4.33).

4.3.1 Scattering approach

Next, we will express the transition problem in a TLS as an over the barrier reflection
problem. The time evolution of the eigenstates of σ3 can be writen as uncoupled second
order equations for the amplitudes(

∂2
t + ε2 + ∆2 − iε̇

)
c0 = 0(

∂2
t + ε2 + ∆2 + iε̇

)
c1 = 0

(4.34)

The sum of the two amplitudes Y (t) = c0 (t)+c1 (t) satisfies the following equation
of motion (

∂2
t + ε2 (t) + ∆2

)
Y (t) = 0 (4.35)

which is equivalent to an over the barrier scattering problem with potential −Ω (t)
where the energy of the scattered particle is E = 0.

We consider a system which is initially in the lower state of σ3 and assume ε (t→ −∞)�
∆. Therefore, the ground state of σ3 coincide with the adiabatic ground state so that

Y (t→ −∞) = c0 (t→ −∞) ∼ e−
1
2

Ωint (4.36)
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These boundary conditions correspond to a back-scattering problem. Therefore,

Y (t→ +∞) ∼ 1

t
e−

1
2

Ωoutt +
r

t
e+ 1

2
Ωoutt (4.37)

where r and t are the reflection and transmission coefficients of the potential −Ω(t).
On the other hand

Y (t→ +∞) = c0 (t→ +∞) + c1 (t→ +∞) (4.38)

For −ε (t→ +∞) � ∆ (ε starts positive and ends negative) the ground state of σ3

coincide with the excited adiabatic state.

c0 (t→ +∞) ∼ e+ 1
2

Ωoutt

c1 (t→ +∞) ∼ e−
1
2

Ωoutt
(4.39)

Hence, c0 (t→ +∞) is the probability amplitude for the transition from the ground to
the excited state in the TLS and it is given by r/t ≈ r the reflection over the barrier
amplitude.

For ε (t→ +∞) � ∆ (ε starts positive and ends positive), the adiabatic states
coincide with σ3 eigenstates such that

c0 (t→ +∞) ∼ e−
1
2

Ωoutt

c1 (t→ +∞) ∼ e+ 1
2

Ωoutt
(4.40)

Therefore, the probability amplitude for the transition from the ground to the excited
state is c1 (t→ +∞). Again, it is given by r/t ≈ r the over the barrier reflection
coefficient.

In the semi-classical approximation the wave-function of the scattered particle is

taken to be a generalization of the free particle wave-function Y (t) ∼ ei
∫ t Ω(t′)dt′ . This

approximation holds when the wavelength of the particle changes slowly, i.e. when∣∣∣ ddt 2π
Ω(t)

∣∣∣ � 1. In the semi-classical approximation the reflection amplitude, i.e. the

transition amplitude goes like

r ∼
∑
tp

exp

{
−2i

∫ tp

−∞
dtΩ(t)

}
(4.41)

where the turning points tp are when Ω (tp) = 0 and the sum is taken over all the
turning points in the upper half complex plane [103]. The turning points are solutions
to the eq.

ε (tp) = ±i∆ (4.42)

Since ε (t) is real the turning points come in conjugate pairs. The dominant contri-
bution to the reflection is from the pair closest to the real axis. The contributions of
the other turning points will be exponentially smaller. Hence, we expand ε around the
real axis

ε
(
tRp + itIp

)
≈ ε

(
tRp
)

+ iε̇
(
tRp
)
tIp = ±i∆ (4.43)

to obtain a simpler equation for the turning points

ε
(
tRp
)

= 0

tIp = ± ∆

ε̇
(
tRp
) (4.44)
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Thus, in the semi-classical approximation reflection occurs only on times such that
ε (t) = 0.

Figure 4.3: The symmetric and anti-symmetric scattering problems for the modulation
described in eq. (4.33).

In Figure 4.3 the scattering potentials −Ω(t) for the two modulations are plot-
ted. From the different shape of the scattering potentials of the symmetric and anti-
symmetric electric pulses we can understand why interference will appear only for the
anti-symmetric modulation. In the symmetric modulation only one turning point ex-
ist, therefore there is only one reflection. In the anti-symmetric modulation there are
two turning points, therefore interference between the two reflecting amplitudes will
arise. According to (4.41) the reflection probability for the anti-symmetric modulation
is

P2 = P1 cos2

{∫ t0

0
dtΩ(t)

}
(4.45)

as expected from Ramsey interference.

Within the semi-classical approximation the actual shape of the pulses does not
matter. All that is need in order to obtain interference is two conjugate pairs of turning
points with the same distance from real axis. I.e. that ε(t = 0) = ε(t = t0) = 0 and
that the velocity of the transition at these times will be equal and opposite ε̇(t = 0) =
−ε̇(t = t0). In the Schwinger effect it means that at t = 0 and t = t0 the vector
potential should be equal to momentum A = k and that the electric field at those
times should have equal magnitude but opposite sign E(t = 0) = −E(t = t0).

From the scattering approach we can infer the conditions for the appearance of
Ramsey interference in the general case without approximations. Consider a modula-
tion of Ω(t) composed of two consequent pulses with equal reflection and transmission
coefficients r and t. The width of the pulses is much smaller than the separation
between them τ � t0. The scattering problem is a Fabri-Perot interferometer. There-
fore, as will be shown for the dynamic Casimir effect in section 5.2, the transition
probability will be

P2 = |rT
tT
|2 = 4P1 cos2 {Ω0t0 − θt} (4.46)

where rT and tT are the total reflection and transmission coefficients, P1 = |r/t|2 and
θt = arg{t}.

Although the scattering approach is constructive it is less intuitive to understand
the interference stemming from it as Ramsey interference. The connection to our pic-

52©
 T

ec
hn

io
n 

- I
sr

ae
l I

ns
tit

ut
e 

of
 T

ec
hn

ol
og

y,
 E

ly
ac

ha
r C

en
tra

l L
ib

ra
ry



ture of Ramsey interference as a two slit experiment in time is obtain by the Adiabatic-
impulse approximation.

4.3.2 Adiabatic-impulse approximation

The adiabatic impulse approx. is a rephrasing of the semi-classical approx. [120]. It
consists of the following assumptions: A transition between the states occurs only at
times where ε (t) = 0. In all other times the evolution is adiabatic. The transition
probability in an impulse is obtained by linearizing ε (t) at the transition time tp and
using Landau-Zener probability for the transition.

PLZ = exp

(
− π∆2

2 |ε̇ (tp)|

)
(4.47)

For the two modulations described by (4.33), the adiabatic energies are plotted in
Fig. 4.4. The transition occurs at the minimal adiabatic energy difference. For the

Figure 4.4: The symmetric and anti-symmetric adiabatic energies for the modulation
described in eq. (4.33).

symmetric modulation only one such transition occurs. Only for the anti-symmetric
modulation the transition can occur at two points in time as required in order to obtain
Ramsey interference. Between these times the system evolves adiabatically, so that the
adiabatic eigen-states gain the phases ±

∫ t
Ω(t′)dt′. The transition probability after

the second pulse will oscillate with the phase difference between the two paths the
system can take:

P2 = P1 cos2

(∫ t0

0
Ω (t) dt

)
(4.48)

where P1 = PLZ. Note that in order to have maximal interference we require that
the velocity of the transition through the impulse times will be equal, i.e. ε̇ (t = 0) =
−ε̇ (t = t0). In the Schwinger language this means that the electric field at these times
should have equal magnitude.
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Chapter 5

Ramsey interference and
dynamical Casimir effect

The Schwinger effect is one of the phenomenon where particles are created from the
vacuum of a quantum field theory. Such particle creation processes consist of Hawking
radiation [5, 6], Unruh [121, 122] and the dynamical Casimir effects [4]. The origin of
all these phenomena is the same, the basic mechanism is the dynamical amplification
of the vacuum fluctuations. The relation between the dynamical Casimir effect and
the parametric down conversion was discussed by [123, 124] and with the Hawking
radiation by [125]. Recently the dynamical Casimir effect was reported to be measured
in a superconducting circuit [17].

The dynamical Casimir effect describes the generation of photons from the quantum
electromagnetic (QED) vacuum by a time dependent boundary conditions imposed by
a moving mirror [4, 126, 127]. Due to momentum conservation the photons are created
in pairs. The electromagnetic field can be described by the energy-momentum tensor
[126, 128, 129] or by the distribution of photons in the Fock state basis [130, 131]. Most
of the works consider the creation of photon due to a sinusoidal boundary condition,
e.g. [130, 132, 133, 131, 129]. An exact solution for an almost sinusoidal motion of the
boundary was obtained by [128].

The frequencies of the modes of an ideal 1d cavity are equidistant. This results in
interaction between the different modes [130, 132]. If the cavity has a single mode or
the interaction between modes is negligible due to non-equidistant frequencies or by
considering adiabatic motion of the boundary, the problem is analog to a harmonic
oscillator with time-dependent frequency [134, 129, 135].

Since the effect becomes measurable only at relativistic velocities of the mirrors it
is not possible to observe it with a real mirror [136]. In [17], a microwave transmission
line was terminated by an effective Josephson junction with tunable josephson energy,
thereby allowing for a tunable effective length of the cavity.

In the dynamical Casimir effect the vacuum is perturbed by the moving mirror. In
this case, we define a ”pulse of width τ” as the displacement of the mirror along some
trajectory such that it returns to its original point after a time τ . This ”pulse” creates
photons from the vacuum by means of the dynamical Casimir effect. Applying two
identical pulses separated by a time T will result in Ramsey interference in the number
of photons created. The interference will be between a path where the photons are
created in the first pulse and the path where they are created in the second one. The
energy difference between the vacuum and the photon pair state is twice the frequency
of the photons 2ωn, so the number of photons after two pulses will oscillate with 2ωnT .
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5.1 Introduction to the dynamical Casimir effect

Consider an electromagnetic field in a 1d cavity with moving walls [4]. For simplicity,
we take one wall to be fixed at x = 0 while the other one is moving according to
x = z(t). In the Coulomb gauge the vector potential A(x, t) satisfies the wave equation

∂2A

∂2t
= c2∂

2A

∂2x
. (5.1)

We consider the case of a linearly polarized electromagnetic field so we can ignore
the vector nature of the vector potential. We assume that the walls of the cavity
are perfect metals such that they impose the time dependent boundary condition
A(0, t) = A(z(t), t) = 0.

In the case of static boundary conditions, i.e the cavity length is fixed to be z0, the
Hamiltonian is given by H =

∑
n

~nπc
z0

b†nbn and the field can be decomposed as

Astat(x, t) =
∑
n

(
i√
πn

sin
πnx

z0
e
−iπnct
z0 bn + h.c.

)
(5.2)

where bn is the annihilation operator of a photon in mode n.

Except for the case of fixed boundary conditions, there is no Hamiltonian which
describes this quantum system. If such a Hamiltonian existed it would imply that the
field at time t is related to the field at time t0 by

A(x, t) = U †(t, t0)A(x, t0)U(t, t0) (5.3)

where U(t, t0) = T exp {− i
~
∫ t
t0
H(t′)dt′} and T is time-ordering. If we take (x, t0) to

be in the trajectory of the mirror, then A(x, t0) = 0, which means that A(x, t) = 0 for
all t.

We continue by solving the wave equation with the time dependent boundary con-
dition. The wave equation is invariant under the transformation

ct− x ≡ f(cw − s)
ct+ x ≡ g(cw + s)

(5.4)

If the coordinate transformation will take the boundary condition to be static the EM
mode functions will be

ψn(x, t) =
1√
4πn

(
e−iπnf

−1(ct−x) − e−iπng−1(ct+x)
)

(5.5)

Mapping z = 0↔ s = 0 and z(t)↔ s = 1 yields the mode functions

ψn(x, t) =
1√
4πn

(
e−iπnR(ct−x) − e−iπnR(ct+x)

)
(5.6)

where R(u) = f−1(u) = g−1(u) is a solution of the functional equation (Moore equa-
tion)

R (ct+ z(t)) = R (ct− z(t)) + 2 (5.7)

The functions ψn(x, t) form a complete orthonormal basis in the interval (0, z(t)) with

the scalar product (ψn, ψm) = − i
c

∫ z(t)
0 dx (ψn∂tψ

∗
m − ∂tψnψ∗m) = δnm. We proceed in

the usual canonical quantization to expand the field in the mode functions and impose
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the bosonic commutation relation for the creation and annihilation operators

A(x, t) =
∑
n

(
bnψn + b†nψ

∗
n

)
(5.8)

[bn, b
†
m] = δnm [bn, bm] = 0. (5.9)

The meaning of these creation and annihilation operators is still unclear at the moment.

Suppose that for t < 0 and t > T the walls are at rest at z = 0 and z = z0. for
t < 0 and t > T the field can be decomposed as in the static case (5.2)

A(x, t < 0) =
∑
n

(
bnψ

(0)
n + b†nψ

(0)∗
n

)
(5.10)

A(x, t > T ) =
∑
n

(
anψ

(0)
n + a†nψ

(0)∗
n

)
. (5.11)

where the mode functions are

ψ(0)
n (x, t) =

i√
πn

sin
πnx

z0
e
−iπnct
z0 . (5.12)

The meaning of the operators bn and an is inherited from the static case, they are the
photon operators at t < 0 and t > T respectively.

The mode functions of eq. (5.10) evolve in time according to (5.6) with the initial
condition (5.12) for t < 0. Therefore, at times t > T we can expand the field in two
ways:

A(x, t) =
∑
n

(
bnψn + b†nψ

∗
n

)
=
∑
n

(
anψ

(0)
n + a†nψ

(0)∗
n

)
(5.13)

where ψn are given by (5.6) with the initial condition (5.12) for t < 0.

Now it is clear why the photonic operators are different, They do not form the same
Fock space. Hence, the vacuum state of the two spaces is not necessarily the same. In
order to find the transformation between the two sets of operators we expand ψn(x, t)

using ψ
(0)
n (x, t) .

ψn(x, t) =
∑
m

(
αnmψ

(0)
m (x, t) + βnmψ

(0)∗
m (x, t)

)
(5.14)

αnm =
(
ψn, ψ

(0)
m

)
βnm = −

(
ψn, ψ

(0)∗
m

)
(5.15)

The resulting Bogoliubov transformation of the operators is:

am =
∑

n

(
bnαnm + b†nβ∗nm

)
bn =

∑
m

(
α∗nmam − β∗nma

†
m

)
a†m =

∑
n

(
b†nα∗nm + bnβnm

)
b†n =

∑
m

(
αnma

†
m − βnmam

) (5.16)

If the field is in the vacuum state at t < 0, then the final number of photons created
in mode n by the moving wall is

Nn = 〈0; in|a†nan|0; in〉 =
∑
m

|βnm|2. (5.17)

5.2 Ramsey interference and number of photons

Finding analytical solutions to the Moore equation (the functions R(u)) is difficult.
Instead we look for mode functions that satisfy the boundary conditions but are only an
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approximate solution to the wave equation. We define the mode frequency ωn(t) = cnπ
z(t) ,

and choose the mode functions

ψn(x, t) = fn(t)
i√
nπ

sinωn(t)x (5.18)

In the adiabatic approximation we assume that the velocity of the walls is small com-
pared to the mode frequencies, therefore we can neglect the time derivatives of ωn in
the wave equation [137]. We obtain an equation for the slow varying amplitudes fn(t)

d2

dt2
fn(t) + ω2

n(t)fn(t) = 0 (5.19)

The mode functions for t < 0 are ψ
(0)
n (x, t) = i√

πn
sin πnx

z0
e
−iπnct
z0 , hence the initial

condition for (5.19) is fn(t) = e−iω
(0)
n t for t < 0 where ω

(0)
n = cnπ

z0
.

Equation (5.19) is formally identical to a one dimensional Schrödinger equation
where the spatial coordinate is replaced by time. It is a scattering problem where
ω2
n(t) corresponds to E−V (x) (see fig. 5.1). The asymptotic behavior of the backward

scattering solution is

fb(t) =


1√
ω

(0)
n

tbe
−iω(0)

n t t→ −∞
1√
ω

(0)
n

(
e−iω

(0)
n t + rfe

iω
(0)
n t
)

t→∞
(5.20)

where tb and rf are the transmission and reflection amplitudes of the probability

current. From here we can infer that fn(t) =

√
ω

(0)
n
tb

fb(t). In particular for t > T the
mode function is

ψn(t, x) =
1

tb

(
e−iω

(0)
n t + rfe

iω0t
) i√

nπ
sinω(0)

n x (5.21)

In order to find the final number of photons we need to evaluated βnm at t > T .

βnm =
i

c

∫ z0

0
dx
(
ψn∂tψ

(0)
m − (∂tψn)ψ(0)

m

)
= −

rf
tb
δnm (5.22)

The average number of photons created in mode n is

Nn =
Rn
Tn

(5.23)

where Rn = |rf |2 and Tn = |tb|2 are the total reflection and transmission coefficient
that correspond to scattering by ωn(t). The same result was also obtained by [9, 137]
for a quantum harmonic oscillator.

Ramsey interference is achieved when we consider two identical pulses separated
by T . Namely, the moving mirror trajectory is given by z(t) = x(t) + x(t− T ) where
x(t < 0) = x(t > τ) = z0 and τ < T . In the scattering language it is described by
two scattering potentials with the same transmission and reflection coefficients Tn and
Rn well separated by T . This is a Fabry-Perot set-up and the total reflection and
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Figure 5.1: Eq. (5.19) describes an over the well scattering problem where the poten-
tial is −c2ω2

n(t). (a) The backward scattering solution. (b) Ramsey interference is
generated by two identical scattering regimes separated by T .

transmission coefficients of the problem are :

Rtot =
4Rn cos2 xn

(1−Rn)2 + 4Rn cos2 xn
(5.24)

Ttot =
(1−Rn)2

(1−Rn)2 + 4Rn cos2 xn
(5.25)

where we have defined xn = ω
(0)
n T − θtn and tn = |tn|eiθtn .

As expected, the average number of photons in the mode n produced after two
pulses exhibits Ramsey interference

N2−pulse
n =

Rtot
Ttot

= 4
Rn
Tn

cos2 xn = 4N1−pulse
n cos2

(
ω(0)
n T − θtn

)
. (5.26)

where None−pulse
n = Rn

Tn
is the average number of photons after a single pulse, that is

the number of photons produced by the trajectory x(t). N1−pulse
n corresponds to the

Rabi term. Comparing the oscillating term to Ramsey (2.23) we see that the energy
difference between the initial (vaccum) and final (photon pair) states is indeed twice

a photon’s energy 2ω
(0)
n .
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Chapter 6

Summary

We have generalized a well-known phenomenon in atomic optics, the Ramsey inter-
ference, to quantum fields, thereby to systems with a continuum of energy spectrum.
We have demonstrated it in three different physical systems: mesoscopic systems, the
Schwinger and dynamical Casimir effects. Thus, we have established a new method to
investigate the nature of excitations of a physical systems.

We have presented a new interference phenomenon in mesoscopic systems. We
found a way to isolate the e-h pairs with the same energy, i.e. the e-h pairs that will
exhibit the same Ramsey interference pattern, so that the interference effects will not
be masked by the other e-h pairs.

Since Ramsey interference is sensitive to dephasing it can probe interactions of the
quasi-particles. This allows for a new type of measurement of non-equilibrium solid-
state systems in the time domain. Ramsey interference can explore, for example: the
finite life-time of the quasi-particles, the temperature of the system, dephasing of the
quasi-particles caused by an environment and other time-dependent processes that will
affect the energy of the quasi-particles.

Applying our method to a tunnel junction in series with a linear impedance, we
have shown that the amplitude of the Ramsey fringes decreases exponentially as a
result from the interaction of the electrons in the tunnel junction with the electromag-
netic environment. The argument of the exponent is the correlation function of the
environment at time t0, the time between the voltage pulses. Therefore, changing t0
explores the time dependence of the environment correlation function. For the case of
an ohmic environment, changing t0 can probe the crossover between the ballistic and
diffusive regimes of the correlation function.
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Appendix A

Scattering approach to transport

Our formulation of the problem consists of a tunneling Hamiltonian between the two
leads of the tunnel junction in a similar manner to [28]. Another way to describe
electrical transport through a tunnel junction is by the scattering approach (Landauer
approach) [29]. Unfortunately, its extensions to time dependent voltage (often called
”photon assisted transport”) [29, 30, 31] are not gauge invariant, therefore the physical
picture provided by them is somewhat misguided. In order to demonstrate this delicate
point and the benefit of using the tunneling Hamiltonian approach we give a short
review of scattering approach to transport.

Consider a mesoscopic conductor connected to two reservoirs (leads), the conduc-
tor is a small perturbation for the reservoirs so the electrons in the reservoirs are in
equilibrium and have the Fermi distribution function. We assume that far from the
sample the electrons longitudinal (along the leads) and transversal (across the leads)
motion in the leads is separable. In the longitudinal direction the system is open and
characterized by the continuous wave vector kl. The motion in the transverse direc-
tion is quantized and described by an index n and transverse energy En. An electron

with longitudinal energy El =
~2k2

l
2m can have different transverse energies En, these

transverse degrees of freedom are called channels.

Figure A.1: The operators â†L/R creates an outgoing electron from the left (right) reser-

voir and the operators b̂†L/R,n(E) creates an incoming electron to the left (right) reser-
voir.

We introduce the creation and annihilation operators in the scattering states,
â†L/R,n(E) creates an outgoing electron from the left (right) lead with total energy

E in the transverse channel n, and b̂†L/R,n(E) creates an incoming electron to the left

(right), see Fig. A.1. The outgoing and incoming operators are connected by the
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scattering matrix S(E)(
bL(E)
bR(E)

)
=

(
r(nL×nL)(E) t(nL×nR)(E)

t†(NR×NL)(E) r(nR×nR)(E)

)(
aL(E)
aR(E)

)
(A.1)

where nL/R is the number of channels in the leads and r and t describe the transmission
and reflection matrices of the electrons. For two reservoirs in thermal equilibrium

〈â†L/R(E)âL/R(E′)〉 = δLRδ(E − E′)fL/R(E) (A.2)

where 〈·〉 is a quantum expectation value. Here it is taken with respect to the thermal
equilibrium state of the reservoirs, thus fL/R is the Fermi distribution in the left/right
lead. The Fermi distribution in left lead is shifted by the applied voltage eVdc with
respect to the Fermi distribution in the right lead.

For energies (E −E′) small compared to the Fermi energy, the current operator in
the left contact of the conductor can be written as

ÎL(t) =
e

2π~

∫
dEdE′e

i(E−E′)t
~

[
â†L(E)âL(E′)− b̂†L(E)b̂L(E′)

]
. (A.3)

The average current obtained is

〈ÎL〉 =
e

2π~

∫
dE [fL(E)− fR(E)]Tr

[
t(E)t†(E)

]
. (A.4)

In the zero temperature limit and for small applied voltage the conductance is given
by the Landauer formula

G =
d

dVdc
〈ÎL〉 =

e2

h
Tr
[
t(EF )t†(EF )

]
=

2e2

h

∑
n

Tn(EF ) (A.5)

where Tn(EF ) are the transmission probabilities of the eigen-channels obtained by
diagonalizing tt†.

A.1 Photon-assisted transport

The scattering approach for electric transport was extended to an ac voltage in [29,
30, 31] and is denoted as ”photo-assisted transport”.Next, we discuss this method and
its physical interpretation.

In this section we restrict ourselves for simplicity to a one channel two terminal
conductor. We take the right contact to be under a zero voltage and the left contact
to be under a constant voltage Vdc plus a time dependent voltage V (t). The scattering
states in the left lead gains a time dependent phase.

ψL(x,E, t) = eiklx−i
Et
~ e−iφ(t) (A.6)

where φ(t) = e
~
∫ t
−∞ dt

′V (t′) as in our notations. If the time dependent voltage V (t)
is applied only in the time window 0 < t < T (or it is periodic with period T ) we can
express the function g(t) = e−iφ(t) as a fourier series

g(t) = e−iφ(t) =

∞∑
n=−∞

Cne
inωt (A.7)

where ω = 2π
T and Cn = 1

T

∫∞
−∞ dtg(t)e−inωt.
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The scattering wave function then takes the form

ψL(x,E, t) =
∞∑

n=−∞
Cne

iklxe−i(
E
~ +nω)t. (A.8)

Thus, the voltage modulation creates side-bands to the central energy E at E + n~ω.
An electron which had energy E can absorb (emit) n modulation quanta with prob-
ability |C±n|2. Therefore, |Cn|2 is the probability to create a e-h pair in the left lead
with energy n~ω (see Fig A.2). This is similar to the tunneling approach where the
probability to create a e-h pair was given by the Fourier transform of g(t), although
in the tunneling approach the electron and hole are in different leads (as is expected
from a tunneling event) and in the photon-assisted approach the electron and hole are
created in the same lead as a result of the illumination of that lead.

Assuming that the voltage applied on the left lead is screened efficiently, there is
a section of the lead where there is no potential but also no scattering. An electron
with energy E in that part originates from electrons with energies E − n~ω in the
part subjected to the time dependent voltage. The relation between operators in the
scattering state (âL) and operators in the state subjected to the time dependent voltage
(â′L) is

âL(E) =
∞∑

n=−∞
Cnâ

′
L(E − n~ω) (A.9)

up to corrections of the order of ~ω
EF

which arise from the difference in the wave vector
of the sidebands and the wave vector at E. We assume that the modulation is slow so
that the left lead is still in an equilibrium state, then the averages over the operators
â′L are equilibrium averages.

The current operator now reads

ÎL(t) =
e

2π~

∫
dEdE′e

i(E−E′)t
~

[ (
1− r∗(E)r(E′)

) ∞∑
n=−∞

∞∑
m=−∞

C∗nCmâ
′†
L(E − n~ω)â′L(E′ −m~ω)

− t′∗(E)t′(E′)â†R(E)âR(E′)− r∗(E)t′(E′)
∞∑

n=−∞
C∗nâ

′†
L(E − n~ω)âR(E′)

− t′∗(E)r(E′)â†R(E)

∞∑
n=−∞

Cnâ
′
L(E′ − n~ω)

]
(A.10)

One may point out that adding a constant potential to one lead can not be felt
by the electrons in that lead, even if it is time-dependent, since it is just adding a
constant to the electron energies. Therefore, the probability distribution of electrons

with energy El =
~2k2

l
2m is the same with the potential or without it. The change in

the distribution can be seen only from the point of view of the other lead. there it
looks like an electron with wave vector kl can have energies El,n = El + ~ωn with
probabilities |Cn|2f(El−n~ω). The probability distribution of the electrons in the left
lead as seen from the right lead is fL(E) =

∑
n |Cn|2f(E − n~ω) (see Fig A.2).

As noted by [29], if the scattering matrix depend on energy, the scattering approach
as it is presented here is not gauge invariant. The current correlation depend on how
we divide V (t) between the two leads. This is resolved by understanding that the
probability distribution of the electrons should be regarded as the distribution of the
electrons in the left lead as seen from the right lead. Therefore, there is only one
possible gauge choice, where the voltage added to one of the leads.
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Figure A.2: (a) The probability distribution of the electrons in the left lead as seen from
the right lead (solid) and the Fermi distribution function (dashed). The width of the
steps is ~ω and the hight of the n’th step is |Cn|2. For E > EF + eVdc the distribution
represents the electrons excited by the time-dependent voltage. For E < EF + eVdc the
space between the new probability distribution and the Fermi distribution represents
the holes excited by the time-dependent voltage. (b) The sub-bands created by the time-

depndent voltage El,n =
~2k2

l
2m + n~ω. The probability of the electron to be in the n’th

sub-band is |Cn|2.

The dc part (the part that is independent on time) of the photo-induced current is

Idc =
e

2π~

∫
dE|t′(E)|2

∑
n

|Cn|2 (fL(E − n~ω)− fR(E)) (A.11)

If the scattering matrix does not depend on energy and Vdc = 0 there is no dc current
since

∫
dE
∑

n |Cn|2fL(E − n~ω) =
∫
dEfR(E) . However, if the scattering matrix

depends on energy a dc current exists even at zero bias (Vdc = 0), this dc current is
called the ”photo-assisted current”.

A.2 Photon-assisted noise

Let us now consider our quantity of interest, the second derivative of the shot noise,
and investigate its interpretation in the photon-assisted approach. Using expression
(A.10) for the current operator under time-dependent voltage and the expectation
values (A.2) we calculate the current noise (3.24). For energy-independent scattering
matrix and at zero temperature the second derivative of the shot noise with respect to
Vdc have peaks at Vdc = n~ω

e , at zero temperature these peaks become delta functions,
the power of the n’th delta function is |Cn|2.

d2S(Ω→ 0)

d(eVdc)2
=
( e

π~

)2
|rt′|2

∑
n

|Cn|2δ(n~ω + eVdc) (A.12)

Therefore, measuring the second derivative of the noise as a function of eVdc
~ω gives the

function |C−n|2, which is the probability to excite a e-h pair in the left lead with energy
eVdc. The interpretation of the the second derivative of the shot noise is similar in the
tunneling approach and the photon-assisted scattering approach. The difference lies
in the location of the e-h pair, in the tunneling scheme they are in different leads and
in the photon-assisted one they are in the same lead.
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Figure A.3: Schematic representation of the e-h creation process in (a) the photon-
assisted approach and (b) the tunneling approach. In the photon-assisted approach (a)
the e-h pairs are created in the left reservoir leading to a steps-like distribution function
of the electrons in the left lead. the tunneling then is elastic. In the tunneling approach
(b) The electron and hole are created on different sides of the barrier by an electron
that tunnels from one of the reservoirs to the other while absorbing or emitting energy
due to time dependent voltage.

A.3 Levitov-Lesovik approach

For completeness we mention another method [32] to incorporate the time depen-
dent voltage into the scattering approach which is to work in the gauge that elim-
inates the time-dependent electric field from the Hamiltonian. Consequently, the

wave function of the electrons gain a phase ψ(x, t) = exp
[
i e~
∫ x
−∞A(x′, t)dx′

]
ψ0(x, t),

where A is the electromagnetic vector potential. Adding that phase to the scatter-
ing wave function, is equivalent to adding a phase to the transmission coefficient

t(E) = exp
[
i e~
∫∞
−∞A(x, t)dx

]
t0(E) = exp

[
i e~
∫ t
−∞ V (t′)dt′

]
t0(E) and keeping the

wavefunction ψ0(x, t). Therefore the transport is described by eqns. (A.1 - A.3) with
a time-dependent transmission coefficient. The results obtained in this way are similar
to the previously discussed approach.

Note that in this picture the electron gains the energy n~ω as it passes the scatterer
and not in the left lead. That interpretation resembles our tunneling approach, in which
the time-dependent voltage excites an electron from the left(right) lead with energy
E to an electron in the right(left) lead with energy E + n~ω, thus creating a e-h pair
between the two leads.

67©
 T

ec
hn

io
n 

- I
sr

ae
l I

ns
tit

ut
e 

of
 T

ec
hn

ol
og

y,
 E

ly
ac

ha
r C

en
tra

l L
ib

ra
ry



Appendix B

Probability for the creation of
e-h pairs – Derivation

Here we give a detailed derivation of the probability to create a e-h pair by the voltage
modulation eqs. (3.17), (3.18). In order to describe the system in terms of electrons
(above the Fermi sea) and holes (below the Fermi sea) we redefine the electronic
operators cLk, cRq

cLk =

{
aLk k > kF

b†L,−k k < kF
cRq =

{
aRq q > kF

b†R,−q q < kF
. (B.1)

The initial state of the electron system is assumed to be a Fermi sea in each lead. Hence,
the initial state is the vacuum state for the electrons and holes. The Hamiltonians in
the new representation are given by

H0 =
∑
k>kF

εLka
†
LkaLk +

∑
k<kF

(−εLk) b†L,−kbL,−k

+
∑
q>kF

εRqa
†
RqaRq +

∑
q<kF

(−εRq) b†R,−qbR,−q (B.2)

HT =
∑
k<kF
q<kF

TkqbR,−qb
†
L,−ke

−iφ0(t) +
∑
k>kF
q>kF

Tkqa
†
RqaLke

−iφ0(t)

+
∑
k<kF
q>kF

Tkqa
†
Rqb
†
L,−ke

−iφ0(t) +
∑
k>kF
q<kF

Tk,qbR,−qaLke
−iφ0(t) +H.C. (B.3)

The probability to create a pair a†Rqb
†
L,−k|0〉 = |1Rq, 1L,−k〉 = c†RqcLk|FS〉 is given

by
P q,−kRL (∆εRL = εRq − εLk − eVdc) = 〈1Rq, 1L,−k|ρ (tf ) |1Rq, 1L,−k〉 (B.4)

where ρ(tf ) is the density matrix at time tf which is related to the initial density
matrix ρi = |0〉〈0| by

ρ (tf ) = U (tf , ti) ρiU
† (tf , ti) (B.5)

where U (t, ti) is the evolution operator which satisfies i ddtU (t, ti) = H (t)U (t, ti). The
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evolution operator , to second order in T , is given by

U (tf , ti) ≈ e−iH0(tf−ti)

1− i

~

tf∫
ti

H̃T (t) dt− 1

~2

tf∫
ti

dt1H̃T (t1)

t1∫
ti

dt2H̃T (t2)

 (B.6)

where õ (t) = U †0 (t)OU0 (t) and U0 (t) = e−iH0t is the evolution operator with respect
to the bare Hamiltonian H0. Therefore, the density matrix at tf to second order in T
is

ρ (tf ) = U (t) ρiU
† (t) = U0 (tf ) ρiU

†
0 (tf )−U0 (tf )

i

~

tf∫
ti

[
H̃T (t) ρi − ρiH̃T (t)

]
dtU †0 (tf )

+ U0 (tf )
1

~2

tf∫
ti

H̃T (t1) dt1ρi

tf∫
ti

H̃T (t2) dt2U
†
0 (tf )

−U0 (tf )
1

~2

tf∫
ti

dt1H̃T (t1)

t1∫
ti

dt2H̃T (t2) ρiU
†
0 (tf )−U0 (tf ) ρi

1

~2

tf∫
ti

dt1H̃T (t1)

t1∫
ti

dt2H̃T (t2)U †0 (tf )

(B.7)

Since the tunneling Hamiltonian can only create or annihilate a e-h pair, the only term
which contributes to the probability to create a e-h pair is the one in the second line
of (B.7). So the probability is

P q,−kRL (∆εRL = εRq − εLk − eVdc) = 〈1Rq, 1L,−k| ρ (tf ) |1Rq, 1L,−k〉

= 〈1Rq, 1L,−k|
1

~2

tf∫
ti

H̃T (t1) dt1 |0〉 〈0|

tf∫
ti

H̃T (t2) dt2 |1Rq, 1L,−k〉

=
1

~2

∣∣∣∣∣∣∣〈1Rq, 1L,−k|
tf∫
ti

H̃T (t1) dt1 |0〉

∣∣∣∣∣∣∣
2

=
1

~2

∣∣∣∣∣∣∣〈1Rq, 1L,−k|
tf∫
ti

Tkqa
†
Rqb
†
L,−ke

+i(εRq−εLk)t1e−iφ0(t1)dt1 |0〉

∣∣∣∣∣∣∣
2

= θ (εRq − εF ) θ (εF − εLk)
T 2
kq

~2

∣∣∣∣∣∣∣
tf∫
ti

dte+iφ(t)e−i
1
~∆εRLt−0+|t|

∣∣∣∣∣∣∣
2

(B.8)

where in the last line we introduced the regularization of the integral by e−0+|t|. If the
leads where not at zero temperature but at some temperature β−1

leads, the initial density
matrix would have been ρi = e−βleadsH0/Tr{e−βleadsH0} and the theta functions would
be replaced with Fermi distribution functions

θ (εRq − εF ) θ (εF − εLk)→ f (εLk) (1− f (εRq)) . (B.9)

In the same way, the probability to create a pair a†Lkb
†
R,−q |0〉 = |1Lk, 1R,−q〉 is given
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by

P k,−qLR (∆εLR = εLk + eVdc − εRq) = 〈1Lk, 1R,−q| ρ (tf ) |1Lk, 1R,−q〉

= θ (εLk − εF ) θ (εF − εRq)
T 2
kq

~2

∣∣∣∣∣∣∣
tf∫
ti

dte−iφ(t)e−
i
~∆εLRt

∣∣∣∣∣∣∣
2

= θ (εLk − εF ) θ (εF − εRq)
T 2
kq

~2

∣∣∣∣∣∣∣
tf∫
ti

dte+iφ(t)e+ i
~∆εLRt

∣∣∣∣∣∣∣
2

(B.10)

Note that there is a symmetry for these probabilities: Changing the sign of the voltage
switches between left and right

φ0 → −φ0

L→ R (B.11)

R→ L.
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Appendix C

Relation of the current noise to
the probability for the creation
of e-h pairs – Derivation

Here we give a detailed derivation of relation (3.31) between the current noise and the
probability to create a e-h pair. The correlation function of the current is defined as

C (t1, t2) = Tr {I (t1) I (t2) ρi} (C.1)

the trace is taken over the system degrees of freedom. To second order in T , it is given
by the correlation function of the currents in the interaction picture.

C (t1, t2) ≈ Tr
{
Ĩ (t1) Ĩ (t2) ρi

}
= Tr

{
Ĩ (t2) ρiĨ (t1)

}
=
∑
kq

〈11| Ĩ (t2) |0〉 〈0| Ĩ (t1) |11〉 =
e2

~2

∑
kq

〈11| H̃T (t2) |0〉 〈0| H̃T (t1) |11〉 (C.2)

where õ (t) ≡ U †0 (t) o (t)U0 (t). In the second line |11〉 marks a state with one electron-
hole pair. The trace over the electron system is reduced to a trace over one electron-hole
states since they are the only states that can be created from the vacuum by Ĩ. In
order to get the last equality we note that the matrix elements of Ĩ and H̃int differ
only by a constant.

The power spectrum of the current is given by the Fourier transform of the corre-
lation function.

S (Ω) =

∞∫
−∞

dt1

∞∫
−∞

dt2C (t1, t2) eiΩt1e−iΩt2 (C.3)

Inserting the expression obtained for the correlation function we find that the noise
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power is the total probability to create an electron-hole pair with energy shifted by Ω.

S (Ω) =

∞∫
−∞

dt1

∞∫
−∞

dt2e
iΩ(t1−t2) e

2

~2

∑
kq

〈11| H̃T (t2) |0〉 〈0| H̃T (t1) |11〉


=

∞∫
−∞

dt1

∞∫
−∞

dt2
e2

~2

∑
kq

〈11| H̃T (t2) e−iΩt2 |0〉 〈0| H̃T (t1) eiΩt1 |11〉

= e2
∑

q > kF
k < kF

T 2
kq

~2

∣∣∣∣∣∣
∞∫
−∞

dt2 〈1Rq, 1L,−k| a†Rqb
†
L,−ke

+ i
~(εRq−ε0Lk)t2e−iΩt2e−iφ(t2) |0Rq, 0L,−k〉

∣∣∣∣∣∣
2

+
∑

k > kF
q < kF

T 2
kq

~2

∣∣∣∣∣∣
∞∫
−∞

dt2 〈1Lk, 1R,−q| a†Lkb
†
R,−ke

+ i
~(ε0Lk−εRq)t2e−iΩt2e+iφ(t2) |0Lk, 0R,−q〉

∣∣∣∣∣∣

= e2


∑

q > kF
k < kF

PRL
(
∆εRL = εRq − ε0Lk − ~Ω

)
+

∑
k > kF
q < kF

PLR
(
∆εLR = ε0Lk − εRq − ~Ω

)


(C.4)

In order to make the transition to the last line compare with (B.8). Taking the con-
tinuum limit

S (Ω) = e2ρ2

∞∫
εF

dεLk

εF∫
−∞

dεRqPLR (∆εLR = εLk + eVdc − εRq − ~Ω)

+ e2ρ2

∞∫
εF

dεRq

εF∫
−∞

dεLkPRL (∆εRL = εRq − εLk − eVdc − ~Ω) (C.5)

where ρ is the density of states of the leads at the Fermi energy. The probability of
the creation of a e-h pair is negligible outside an energy window ∆E around zero.
We have assumed that ∆E � EF , so that the density of states in this regime can be
approximated by the density of states at the Fermi energy. Changing the integration
variable to εLk + eVdc

S (Ω) = e2ρ2

∞∫
εF+eVdc

dεLk

εF∫
−∞

dεRqPLR (∆εLR = εLk − εRq − ~Ω)

+ e2ρ2

∞∫
εF

dεRq

εF+eVdc∫
−∞

dεLkPRL (∆εRL = εRq − εLk − ~Ω) (C.6)
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Taking the derivative of S (Ω) with respect to the dc voltage

dS (Ω)

d (eVdc)
= −e2ρ2

εF∫
−∞

dεRqPLR (∆εLR = εF + eVdc − εRq − ~Ω)

+ e2ρ2

∞∫
εF

dεRqPRL (∆εRL = εRq − εF − eVdc − ~Ω)

= −e2ρ2

−eVdc∫
−∞

dεRqPLR (∆εLR = −εRq − ~Ω)+e2ρ2

∞∫
−eVdc

dεRqPRL (∆εRL = εRq − ~Ω)

(C.7)

Taking another derivative with respect to the dc voltage

d2S (Ω)

d (eVdc)
2 = e2ρ2PLR (∆εLR = eVdc − ~Ω) + e2ρ2PRL (∆εRL = −eVdc − ~Ω) (C.8)

Considering the shot noise, i.e. taking Ω→ 0, we get relation (3.31) between the shot
noise and the probability to create a e-h pair.
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Appendix D

Tunnel junction phase as a
quantum Brownian particle

In order to find the correlation function J (t) we need to solve the equation of motion
for the phase of the tunnel junction φ at equilibrium without the coupling to the
electron system. In this section we show the mapping between the tunnel junction
phase and the quantum Brownian particle described in [82].

First, we notice that the Hamiltonian of the environment

Henv =
Q2

2C
+

N∑
n=1

(
q2
n

2Cn
+

(
~
e

)2 1

2Ln
(ϕ− ϕn)2

)
(D.1)

is that of a Brownian particle given by [82]. The Brownian particle momentum, po-
sition and mass are equivalent to the tunnel junction charge, phase and capacitance
respectively.

Q↔ p

ϕ↔ x

C ↔M

(D.2)

The external impedance degrees of freedom correspond the bath of the Brownian par-
ticle degrees of freedom in a similar manner

qn ↔ pn

ϕn ↔ xn

Cn ↔ mn

1√
LnCn

↔ ωn

(D.3)

D.1 Ohmic environment

The classical equation of motion for the charge on the capacitor in an RC circuit is

Q̇+
1

RC
Q = 0. (D.4)

Since the voltage over the capacitor is ϕ̇ = V = Q/C , the classical equation of motion
for the phase ϕ is

ϕ̈+
1

RC
ϕ̇ (s) = 0 (D.5)
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Comparing with eq. 4.46 and 7.2 of [82] we see that (RC)−1 is mapped to the friction
coefficient of a Brownian particle in an ohmic environment

1

RC
↔ γ. (D.6)

Our correlation function J(t) corresponds to the correlation function CF (t) defined in
[82] (see eq. (9.8) in [82])(

~
e

)2

J (t)↔ CF (t) = QF (t) + iAF (t) (D.7)

Eqns. 10.1 and 10.4 of [82] gives the real and imaginary parts of CF (t). Mapping to
our case, the real and imaginary parts of J(t) are given by

JI (t) = −e
2

~
R

2

{
1− e−

t
RC

}
= −π R

RK

{
1− e−

t
RC

}
(D.8)

JR (t) =
e2

~2

[
− R

β
t+

R2C

β
− 2

Cβ

∞∑
n=1

1

ν2
n + νn

1
RC

− ~R
2

cot

(
~β

2RC

)
e−

t
RC (D.9)

+
2

βRC2

∞∑
n=1

e−νnt

νn
(

1
R2C2 − ν2

n

)]

where νn are the Matsubara frequancies νn = 2πn
~β and RK = h/e2 is the quantum of

resistance.

D.1.1 High temperature limit

In the high temperature limit ~β
RC � 1, the real part of the correlation function is given

by

JR (t) →
~β
RC � 1

− R

Rk

2π

~β
t+ 2π

R

Rk

RC

~β

(
1− e−

t
RC

)
− 2π

R

Rk

~β
12RC

(D.10)

As long as R
RK

does not go to infinity, we can neglect the last term. The imaginary
part of the correlation does not depend on temperature.

For times much smaller or larger than the RC time, J (t) can be approximated by

J (t) =

{
− 1

~β
π

RkC
t2 − iπ 1

RKC
t t� RC

− R
Rk

2π
~β (t−RC)− iπ R

RK
t� RC

(D.11)

which is Eq. (3.95).
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ii 

כאשר אלקטרון עובר  נהור.ידי מ כות עלתשאלקטרונים יכולים לעבור בין שתי המ

 חור.-מתכת הוא משאיר אחריו חור במתכת שהוא עזב, כך נוצר זוג של אלקטרון

חור בעל אנרגיה גדולה מאפס יכול להיווצר על ידי פולס של מתח חשמלי -זוג אלקטרון

נהור. הראנו שניתן ליצור התאבכות רמסי בהסתברות היצירה שמופעל על צומת המ

ע"י שני פולסים עוקבים וזהים של מתח המופרדים ע"י זמן  חור-של זוגות אלקטרון

𝑇חור תתנדנד כפונקציה של האנרגיה של הזוג -. ההסתברות ליצירת זוג אלקטרון

 .𝑇כפול הזמן בין פולסי המתח 

חורים בעלי אנרגיות שונות. מצאנו -פולס מתח יוצר הרבה זוגות של אלקטרונים

חור בעל אנרגיה ספציפית ע"י -שניתן לבודד את ההסתברות ליצירת זוג אלקטרון

בכך אנו   י לפי מתח ישיר.מזוסקופהנגזרת השנייה של הרעש של הזרם דרך המוליך ה

 יות.מזוסקופ מספקים שיטה חדשה למדידה של התאבכות במערכות

י. לכן היא מזוסקופהתאבכות רמסי רגישה לאנרגיה ולפאזה של החלקיקים במוליך ה

הליכים שמשפיעים עליהן, כגון: מאפשרת לנו לחקור את התלות הזמנית של ת

קציה של ארהטמפרטורה של המערכת, זמן חיים סופי של החלקיקים, אינט

 החלקיקים עם סביבה.

חקרנו את האפקט של סביבה  קים עם סביבהקציה של חלקיאכדוגמא לאינטר

 .נהורחור שנוצר בצומת מ-ל זוג אלקטרוןעל הפאזה ש אלקטרומגנטית ליניארית

קציה של אמונחתת ע"י האינטר רמסי התאבכותהראנו שהאמפליטודה של תבנית 

כתלות  האלקטרונים עם הסביבה. האמפליטודה מונחתת באופן אקספוננציאלי

מתוך התלות של האמפליטודה בזמן בין פולסי  בפונקציית הקורלציה של הסביבה.

 לות בזמן.ת פונקציית הקורלציה של הסביבה כתניתן למצוא א 𝑇המתח 

עכבה גבוהה ונמוכה תואם הגבולות של מצאנו כי המעבר בין עבור סביבה אוהמית 

ניתן לראות מעבר  של חלקיק בראוני קוונטי. למעבר בין תנועה בליסטית ודיפוסיבית

זוהי דוגמא לכך  .𝑇זה עבור נגד בעל התנגדות קבועה ע"י שינוי הזמן בין פולסי המתח 

  שהתאבכות רמסי יכולה לספק מידע חדש על מערכות מוכרות.
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i 

 תקציר
 

אחת התופעות המעניינות של תורת שדות קוונטית היא שמשהו יכול להיווצר מתוך 

ינמית של התנודות הקוונטיות של הריק חלקיקים יכולים על ידי הגברה דהריק. 

תהליכי יצירת חלקיקים אלו כוללים את קרינת הוקינג,  להיווצר מתוך הואקום.

בעבודה זו אנו משתמשים בהתאבכות רמסי אפקט שווינגר, אונרו וקזימיר דינמי. 

 ככלי לחקירת האפקטים הדינמיים של הואקום.

התאבכות רמסי היא כלי ספקטרוסקופי נפוץ במערכות בעלות ספקטרום דיסקרטי, 

עלות רמסי למערכות ב הכללנו את התאבכות אנחנוכגון מערכות אטומיות. 

 ספקטרום רציף. בכך אנו מספקים שיטה חדשה לבדוק דינמיקה במערכות קוונטיות.

התאבכות רמסי היא תופעה של התאבכות בין שתי אמפליטודות הסתברות 

. ע"י הפרעה חיצונית ניתן להעביר 𝑖קוונטיות. נניח והמערכת הקוונטית נמצאת במצב 

בהסתברות מסויימת. אם מפעילים את ההפרעה על המערכת בשני  𝑓 אותה למצב 

, דרך ההפרעה 𝑓למצב  𝑖, למערכת יש שתי דרכים להגיע מהמצב 𝑡2ו  𝑡1זמנים שונים 

. ההתאבכות בין שתי דרכים אלו היא התאבכות רמסי. 𝑡2או דרך ההפרעה ב 𝑡1ב

תתנדנד כתלות בהפרש האנרגיה בין המצבים כפול הזמן  𝑓ל  𝑖ההסתברות למעבר בין 

𝑡2בין ההפרעות  − 𝑡1 . 

יישמנו את התאבכות רמסי על מנת לחקור את ההגבר הדינמי של פלקטואציות 

הוואקום באפקטים שווינגר וקזימיר דינמי. בכך הראנו כי התאבכות רמסי היא 

 ות שתי רמות.לבע גנרית למערכות קוונטיות מאולצות רבות ולא רק למערכות

באופן כללי, ההסתברות ליצירת חלקיקים מהוואקום היא קטנה ואפקטים אלו 

יישמנו את התאבכות רמסי במערכת  נהיים ברי מדידה רק תחת תנאים קיצוניים.

ית קוונטית שבה אפקט ההגברה מדיד. בכך, אנו מספקים את ההצעה מזוסקופ

 ם ספקטרום רציף.הראשונה למדידה של התאבכות רמסי במערכת ע

נהור מורכבת משני נהור. צומת מית בחנו את צומת הממזוסקופמערכת כדוגמא ל

 מוליכים המופרדים על ידי שכבה מבודדת. השכבה המבודדת דקה מאוד כך
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 .בפקולטה לפיסיקהפרופסור אריק אקרמן המחקר נעשה בהנחיית 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 אני מודה לטכניון על התמיכה הכספית הנדיבה בהשתלמותי.
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 של הדינמיקה לחקירת ככלי רמסי התאבכות
 הקוונטי הואקום

 
 
 
 
 
 

 חיבור על מחקר
 לשם מילוי חלקי של הדרישות לקבלת התואר דוקטור לפילוסופיה

 
 
 
 
 
 
 
 

 טל גורן
 
 
 
 
 
 
 
 
 
 
 
 

 מכון טכנולוגי לישראל –הוגש לסנט הטכניון 
 2016תמוז תשע"ו חיפה יולי 
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