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Abstract

In the present work we describe an effort made to find correlation between super-

conductivity and magnetism in the cuprates. Most of the work was done using the

CLBLCO system, which is less known than the canonical cuprates, but offers nice

flexibility of the phase diagram. Using zero field (ZF) and transverse field (TF)

µSR we characterized many samples and constructed the phase diagram of the sys-

tem, including the superconductivity transition temperature (Tc) and the spin-glass

transition temperature (Tg). Using a scaling relation we showed that Tc and Tg are

correlated in way that leave no doubt about the importance of the magnetic corre-

lation in the superconductivity mechanism of the cuprates. We also extended the

scaling relation to other, more commonly studied, systems and found that the Tc-Tg

relation is universal.

xi



Chapter 1

PREFACE

The new high Tc superconductors that were discovered in the mid 80’s are based on

doped materials that in their undoped state are antiferromagnetic (AF). Actually,

before these materials were found to be superconductors they were considered to be

the best example of two-dimensional quantum Heisenberg magnets. It is believed, that

the origin of the superconductivity in the cuprates lies in the copper-oxide (CuO2)

planes, which are also the origin of the magnetism at low doping levels.

Upon doping, the Neel temperature decreases up to some doping level, at which

an ordered antiferromagnetic state can not be found any more. This doping level is

very small, usually a few percents of holes in the CuO2 planes are enough. Above

some doping level, superconductivity (SC) emerges, this is shown schematically in

figure 1.1.

The superconducting phase in all the cuprates has common features. They are all

type II SC. The coherence length was found to be very short, of the same order as

the unit cell. The superconductivity in these materials is very anisotropic, and the

penetration depth of a field applied parallel to the CuO2 planes can be up to 50 times

1
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larger then the penetration depth of a field applied normal to the planes.

The critical temperature increases with the doping up to some point known as the

“optimal doping” point, increasing the doping further results in a reduction in Tc.

The doping regimes below and above the optimal doping are known as the underdoped

and overdoped regimes, respectively.

Many works have shown that the boundary between AF and SC is not at all

sharp, meaning that AF correlations still exist in these compounds even at high

doping levels and in the SC state. Theoretically is hard to accept that magnetism

and SC can coexist, when it is known that the BCS state is completely destroyed by

a small amount of magnetic impurities. And, in fact, for many years those samples

that showed both magnetism and SC were considered to be bad samples.

On the other hand, the small coherence length, and the fact that there are AF
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correlations in the CuO2 planes, led many researchers to suggest that the origin of

the superconductivity in the cuprates is magnetic.

The goal of this work is to provide an experimental proof to the very important role

that magnetism and the AF correlations play in the superconductivity mechanism.

For that we focus on the regime in the phase diagram in which superconductivity and

magnetism coexist. We choose as the case test the CLBLCO system that has some

properties that makes it suitable for our purpose. We did careful µSR measurement on

many samples. Using TF (transverse field) µSR we measured the in-plane penetration

depth and using ZF (zero field) µSR we measured the freezing temperature of the

moments and the spin configuration at base temperature. We observed several results:

1. The CLBLCO system satisfies the relation between the penetration depth and

Tc known as the Uemura plot.

2. At base temperature the samples phase separate, on a microscopic length scale.

3. Tg, the temperature at which the moments freeze into a disordered magnet, is

highly correlated with the superconductivity transition temperature.

In the rest of this chapter we review experimental evidence for AF correlation in

the SC state, focusing on NMR/NQR and µSR data. In chapter 2 we review a theo-

retical model which predicts correlations between magnetism and superconductivity

in the cuprates. Then in chapter 3, we introduce the CLBLCO system with its special

properties. In chapter 4, we explain the experimental aspects of the work, including

µSR and magnetization measurements. Finally, in chapter 5, the results are shown

and discussed.
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1.1 Evidence for Antiferromagnetic correlations in

the cuprates.

Evidence for AF correlation in the cuprates, even in the SC state, was found soon after

the discovery of the HTSC. The magnetism can be seen in a variety of experimental

techniques, NMR, µSR, neutron scattering and more. We focus on NMR and µSR.

1.1.1 NMR

We describe two experiments. The first, done on pure samples of YBCO reveals

differences between the temperature dependence of the relaxation times of different

nuclei in the same sample. The second one was done on impurity doped samples.

Using NMR the local spin susceptibility can be measured as the shift of the NMR

signal. The shift of both O and Cu in YBCO have the same temperature dependence

and can be explained using the single spin fluid model [1]. Takigawa et. al. [2] were

the first to notice the different temperature dependences of relaxation times, T1, of

the O and Cu sites.

In the single spin fluid picture it is assumed that the only spin in the problem is

the Cu2+ (S = 1/2) spin. Then, the resonance shift of the difference nuclei will be

KNu = ANuξ(q = 0)Hext where ANU are the different hyperfine coupling constants

of the different nuclei. On the other hand the relaxation times T1 are related to the

imaginary part of the spin susceptibility in the form: 1
T1T
∝ ∑

q A
2
q
ξ“(q,ω)
ω

where Aq

are the form factors which are related to the position of the nuclei in the lattice, and

ω is the resonance frequency. The origin of the difference between the O and Cu

relaxation times is in the different form factors. While the form factor of the O is

peaked around q = 0 the form factor of the Cu is peaked around q = qAF .
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This indicates that the behavior of the spin susceptibility at q = 0 and q = qAF is

very different, and in turn it points to the presence of antiferromagnetic spin activity

very deep in the superconducting phase.

The measurement of the static part of the AF spin susceptibility in the plane is

possible using NMR. By substituting 1% of the Cu by nonmagnetic impurities like

Ni or Zn one can measure in an indirect way ξ(q = qAF ).

Although Zn is not magnetic, it induces magnetic sites in the planes which have

Curie like behavior [3]. By Measuring the line shape of the planar Cu, Julien et.

al. deduced that the Zn induces a staggered field in its vicinity. This magnetic field

decays rather fast, on a length scale of a few lattice constants. They could not tell

what is the exact real space shape of the susceptibility in their experiment.

Bobrrof et. al. reach very similar conclusions using Li NMR. ¿From these experi-

ments it is deduced that the nonmagnetic impurities just enhance the already existing

AF correlations, and slow down their fluctuation rate to make them observable using

NMR. This again points to the fact that enhanced AF correlations still exist in the

CuO2 planes even in the superconducting phase.

1.1.2 µSR

Muons are the most sensitive probe for local magnetic fields, the principles of the µSR

technique will be explained in chapter 4. In this section we would like to describe the

findings of two groups using µSR in cuprates. Niedermayer et. al. [4] performed µSR

measurements on two families of HTSC, La2−xSrxCuO4 and Y1−xCaxBa2Cu3O6, in

the low doping regime. They found that the Neel state disappears at a hole density

of around psh ∼ 0.02 and is replaced by a disordered state of frozen moments, which

have much in common with a spin-glass. They constructed a common phase diagram
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for both compounds and found similar behavior. The spin-glass phase penetrates into

the SC regime.

Panagopoulos et. al. [5] performed a similar experiment on different systems

including Zn doped systems. They, again, found the spin glass phase in all the

systems they checked.

There were many earlier works that found disordered magnetism in the cuprates

away from the AF regime. The importance of these two works is especially in that

they measure many samples in a systematic way, and show that the spin glass phase

is an intrinsic part of the phase diagram of the cuprates.

1.2 Plaquette Boson Fermion Model(PBFM) and

the SO(5) model

Recently Altman and Auerbach [6] derived an effective Hamiltonian from the Hubbard

model that describes correctly many of the cuprates properties. The Hubbard model

is given by: H = −t∑<ij>,s(c
†
iscjs + H.c) + U

∑
i ni↑ni↓, where c†is, nis are electron

creation and number operators at site i, t is the hopping integral and U is the on-site

interaction.

The effective Hamiltonian is constructed by solving the Hubbard model on a

square plaquette of 4 sites and keeping only the low energy states. One can identify

with these states 4 different bosons : a hole pair and an antiferromagnetic magnon

triplet, and fermionic states that involve one hole on the plaquette.

On one plaquette it was found that there is pair binding for some range of the

Hubbard parameters U and t, coming from the minimization of the number of broken
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bonds that achieved pairing. Furthermore, there is another kinetic pairing mecha-

nism, which extends the parameters range in which pairing is found.

The authors calculated the interplaquette interaction and obtained an effective

Hamiltonian

H4b = Hb[b] +Ht[t] +Hint[b, t]

written in term of bosonic creation operators. b† , t† are the creation operators of the

hole pair and of the magnons.

Hb = (εb − 2µ)
∑

i

b†ibi − Jb
∑

<i,j>

(b†ibj +H.c)

is the hole pair part which contains a term that is proportional to number of pairs in

the lattice and an hopping term.

Ht = εt
∑

iα

t†iαt
†
iα −

Jt
2

∑

α<ij>

(t†αit
†
αj +H.c.)

is the triplet part andHint is the part which describes the interaction between different

bosons. This Hamiltonian does not include fermionic contributions.

Figure 1.2 describes the hopping energy of the various bosons between the plaque-

ttes. The main result is the correlation between the hopping energies of the magnons

and the hole pair. At U = 8t they are equal, and in all the range in which pairing

exists they are almost equal [6].

We believe that this issue is not trivial at all, and it is a prediction that can be

tested experimentally. To test this prediction we must find an experimental quantity

that is sensitive to Jb and Jt. For this purpose it is beneficial to look at the mean

field treatment of this model.

The uniform mean field approximation to this Hamiltonian [7] amounts to replac-

ing the bosonic operators by their average expectation values. Minimizing the T = 0
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Figure 1.2: Boson hopping energies versus U/t. Jt is the magnon hopping energy. Jb
is the pair hopping energy. Taken from [6]
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variational energy it was found that there is a first order phase transition at a critical

value of the chemical potential, µc. At µ < µc the ground state consists of a Mott

insulator with no hole pairs and with a finite staggered magnetization. For µ > µc

the ground state is a d-wave superconductor with an order parameter | < b†h > |2.

So we see that the model contains the main features of the cuprates, a Mott

insulator that above some critical doping level becomes doped with hole pairs. These

phase transition govern all the low temperature behavior of these systems. Due to

the other terms present in the Hamiltonian, the fermionic terms and the Coulomb

interaction term, this phase transition is less sharp in doping, and many intermediate

phases exist. These phases represent solutions which are non uniform, cases in which

the system phase separates into domains that can have quite complicated topological

shapes. Furthermore, even the weakest disorder can be important in determining the

exact way in which the phases separate.
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This region in the phase diagram is the most interesting for our purpose because

it enables us to find a single sample with measurable properties that are sensitive to

both the parameters that govern the superconducting phase and to those that govern

the magnetic phase.

1.2.1 Relation between Tc and Jb

The superconducting transition temperature can be shown to be related to Jb. To

see that we analyze the kinetic energy term of the hole pairs, we replace bi with

√
ne−iφ(i) where n is the superfluid density and φ(i) is a local phase. Then expanding

the exponent we obtained for the kinetic energy of the bosons:

H ∝
∑

i

Jbn(∇φ)2

. We obtained for the kinetic energy an Hamiltonian that looks like an XY model in

2D[8], where the stiffness of the model is given by:

ρb = Jbn

The X-Y model in 2D is known to have a Kosterlitz-Thouless phase transition. The

low temperature phase has a quasi-ordered state which is characterized by an alge-

braically decaying correlation and the high temperature phase is totally disordered

with exponentially decaying correlation. TKT is proportional to the superfluid stiff-

ness of the model. Thus, we identify Tc, the superconducting phase transition, with

the phase ordering of the order parameter. It was pointed out by Emery and Kivelson

that in the HTSC due to a combination of very low carrier density and high tempera-

tures Tc is determined not by the pairing energy but by the energy scale of the phase

fluctuation [9].
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1.2.2 Relation between Tg and Jt

In an Hamiltonian of the form Jt
∑
<ij> SiSj, on an isotropic 3D lattice, it is quite

clear that the transition into an AF ordered state is determined by Jt. The cuprates

are anisotropic, and one can define the in-plane exchange constant which we identify

with Jt, and an intraplane exchange J⊥, in general Jt >> Jperp. It raises the question

whether TN is still set by Jt. As the temperature is lowered, the 2D planes develop

AF correlations with a characteristic coherence length ξ = C exp(2Jt/kT ). Thus, the

effective interaction between the planes can be written as : J⊥ξ2∑SiSj where now

the summation is over blocks of spins with size ξ2. So, when the effective interaction

J⊥ξ2 equals Jt, the system is 3D like and orders. This happens at

kTN = 4Jt/ ln(4Jt/J⊥) (1.1)

Therefore, we see that the anisotropy enters in TN as a logarithmic correction. This

can be seen in La2CuO4, where Jt = 1540K, J⊥/Jt = 5× 10−5 and TN = 315K[10],

which are of the same order of magnitude as the value we get using eq. 1.1.

As was shown in the previous sections, the cuprates show reminiscence of antifer-

romagnetic correlations even at optimal doping, and at low doping levels one can find

frozen moments at low temperatures. The intuitive picture is of islands of hole-poor

regions that have enhanced antiferromagnetism. These islands interact with each

other very weakly, but eventually all the system freezes. This picture is illustrated in

figure 1.3.

The effective interaction between the islands can be very complicated, but we

argue that it is governed by the Heisnberg exchange constant Jt.

This argument can be supported by intuitive arguments. First, in analogy with

melting experiments, we can think of a square lattice made of masses connected by
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springs which their force constant is k. The melting temperature of this lattice is

proportional to k. What happens if we now remove a percentage of the springs? The

melting temperature is determined by the elastic constants which are a non-local,

long wave length, property of the material. The rigidity of the lattice is a function of

the local potential ∝ k, and of the geometrical and topological configuration. When

springs are removed the latter is changed, but the local energy scale stays the same.

As a result, the melting temperature is still proportional to k, even if a substantial

part of the springs is missing.

Various experiments and numerical calculations in La2CuO4 doped with Zn show

that the Neel state survives up to doping levels of 40% which is the percolation

threshold. Zn replaces a Cu ion in the planes, it has the same charge but has no spin,

so doping with Zn is a way to dilute the lattice. In these experiments TN decreases

monotonously with doping up to a point where it vanishes. Neutrons experiments

showed that the AF long range order exists in the CuO2 planes up to the percolation

point. An illustration of that point is given in figure 1.4.

The monotonic evolution of the average moment and of the Neel temperature as

the doping is increased imply that no new energy scales are involved in this process,
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Figure 1.4: Spin configuration of La2ZnxCu1−xO4 as function of Zn doping level.
Taken from [11]
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in that case the Neel temperature can be written as

TN = Jf(x)

where J is the exchange interaction between spins, x is the dilution level. The function

f(x) depends on the dilution level and may depend on the configuration of the doping.

The behavior is totally different when La2CuO4 is doped with mobile holes. Dop-

ing with Sr puts holes in the CuO2 planes and eliminates spins from them [12]. The

magnetic phase digram of La2−xSrxCuO4 is shown in figure 1.5. What is seen clearly

is that the mobile holes are much more effective in “killing” the AF state than the

static holes. At x ∼ 0.02 the long range order disappears, and instead a disordered

ground state is found, this state is known as a cluster spin glass (CSG) [13, 14]. The

short range AF order still exist in clusters, as was revealed by several experimental

techniques [13, 15, 16].

In the region that interests us, the doping level is below percolation. The mobile
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Figure 1.5: Magnetic phase diagram of LSCO
LSCO
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holes destroy the long range order by creating frustrated domain walls that move. If

we could suddenly freeze the holes we would find an interconnected spin system, as

we are below the percolation threshold. On this basis we assume that the relation

Tg ∝ Jtf(x) still holds also where static long range AF order is missing.

1.3 The CaLaBaLaCuO system

(CaxLa1−x)(Ba1.75−xLa0.25+x)Cu3Oy is a family of HTSC which belongs to the 1:2:3

system. It is tetragonal in all its range of existence 0 ≤ x ≤ 0.5 [17]. If we compare

it to the more famous YBaCuO system then Ca occupies the Y site, while La shares

both the Y and Ba sites. This compound exhibits some interesting properties.

i) As the structure is tetragonal, there are no ordered CuO chains in the material,

as found in most of the 1:2:3 compounds. The chains can complicate the interpretation
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of experiments.

ii) The CLaBaLaCuO is stable throughout all the parabolic Tc curve, meaning that

by changing the O doping samples ranging from the underdoped to the overdoped

can be synthesized, in contrast to most of the cuprates families that are stable only

in part of the doping range.

iii) By changing x, parallel Tc vs O doping curves are formed, as can be seen in Fig

1.6. It is known from Bond Valence Sums (BVS) that the hole concentration in the

CuO2 planes does not depend on x [17]. As the mobile and chemical hole densities

are believed to be related, Tc was expected to remain constant independently of x.

Instead, as shown in Fig 1.6 the maximum value of Tc varies from ∼ 45K at x = 0

to ∼ 80K at x = 0.4.

The samples are prepared by a solid state reaction [17]. Essentially, raw powders

are machine milled and baked in air at 950oC for one day and re-grounded. This is
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repeated 3 times. Then the powder is pressed into pellets, and the pellets are sintered

for 70h in flowing oxygen at 960oC, and cooled at a rate of 10o/h. The desired oxygen

content is achieved by oxygen reduction in a tube furnace in flowing oxygen at the

right temperature. The reduction temperature determines the oxygen doping level in

the material. After 24h in the furnace the samples are quenched in liquid N2. For

preparing overdoped samples the last step is done in high O pressure atmosphere.

After the preparation the samples are tested by X-ray to find spurious phases. We

also characterize the samples by resistivity, ac and dc susceptibility. If the transition

is found to be too broad, or two transition temperatures are found, the sample is

regarded as a bad one. This compound has been prepared at our department for the

last few years, so the preparation process was refined and by now it is very rare that

a sample turns out to be bad. Furthermore, we have achieved very good control on

the oxygen content of these samples, which is very important for our purpose, as the

range of coexistence of magnetism and superconductivity is quite narrow.

The oxygen content is measured by iodometric titration, this method is capable

of measuring y with an error of ±0.001.
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EXPERIMENTAL METHODS

2.1 Muon Spin Relaxation (µSR)

µSR is a technique that allows sensitive studies of the magnetic properties of materials,

by directly measuring the time dependence of the muon’s spin, after injecting it into

the sample. The method allows detection of static fields in the range of 10−5−1Tesla,

and of magnetic field fluctuations on a time scale of 10−3 − 10−11 sec.

2.1.1 Muon production, implantation and decay

The high intensities and flux needed to perform experiments in condensed matter are

achieved using high energy proton beams produced in cyclotrons. The protons are

fired into a target to produce pions via

p+ p→ π+ + p+ n

and the pions decay into muons:

π+ → µ+ + νµ

16
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Figure 2.1: The angular distribution of emitted positrons with respect to the initial
muon-spin direction. Taken form [18]
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where νµ is a muon-neutrino. The pions that decay at the target surface, known as

surface pions, have zero momentum, so the muon and the neutrino will have opposite

momenta. The pion has no spin, thus by angular momentum conservation the muon

and the neutrino have opposite spin. The neutrino’s definite chirality ensures us that

its spin is always aligned antiparallel to its momentum, and this implies that the

muon spin is similarly aligned. In this way a beam of 100% spin polarized muons can

be created. Muons hit the sample with an energy of 4MeV, they lose their energy

very quickly by various scattering processes, common to all these processes is that

their origin is Coulombic so they have no effect on the the muon’s spin, and all the

muons in the sample remain polarized in a certain direction.

The life time of the muon is τµ = 2.2µs, it decays in a three body process

µ+ → e+ + νe + ν̄µ
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This decay involves the weak interaction and it violates parity, this leads to the

positron being emitted preferentially along the direction of the muons spin when it

decayed. The angular distribution of the emitted positron is shown in figure 2.1. This

effect allows one to follow the polarization of an ensemble of precessing muons. The

positrons are detected using an array of plastic scintillators connected via a light-guide

to a set of photo-multipliers.

2.1.2 Experimental setup and Data analysis.

Every muon implemented in the sample precesses according to the local magnetic field

in its vicinity with an angular frequency given by ω = γµB where γµ, the gyromagnetic

ratio, is 13.5 kHz/Gauss. Unlike other resonance techniques, no electromagnetic field

is necessary, the detection of the precessing spin is done using the emitted positrons.

A schematic diagram of the experimental setup is shown in figure 2.2. In the

simplest setup we have two detectors, the detector in the incident direction of the

muons beam which is called the forward detector and the backward detector which is

in the opposite direction. The histograms describing the number of positrons detected

as function of time in the backward and forward detectors in a typical experiment are

shown in figure 2.2. The number of positrons detected in all the detectors together

decays exponentially with time, with a decay constant that is the lifetime of the muon.

Thus the muon polarization can be extracted from the normalized difference between

the histograms of the forward and backward detectors.

A(t) =
NB(t)−NF (t)

NB(t) +NF (t)

A(t) is known as the asymmetry plot, the maximal value of the asymmetry depends
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Figure 2.2: Schematic illustration of a µSR experiment. (a) the forward and
backward detectors configuration. (b) The number of positrons detected in the

forward and backward detectors as function of time. (c) The asymmetry function.
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on the exact structure of the detectors system and on the intrinsic asymmetry of the

positron decay and usually it is around 0.25.

µSR can be performed with no external field or with either a transverse or lon-

gitudinal field with respect to the initial muons spin direction. In the first case the

muons will precess and reveal the internal field distribution, this is known as Zero

Field µSR ( ZF-µSR) and it is useful in research of ferromagnets, anti-ferromagnets

and spin-glasses.

The case were the field is applied perpendicular to the initial muon spin direction

(TF-µSR), causes the muon in the applied field. Any inhomogeneity in the field inside

the sample or spin-spin relaxation (T2 processes) will lead to dephasing and to decay
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of the oscillating signal. In this method one can, for example, measure the penetration

depth of the external magnetic field into a superconductor, as will be explained later

on.

The third case, longitudinal field µSR (LF-µSR) is useful for measuring spin-lattice

relaxation times (T1) and more important to our case for distinguishing between static

and dynamic relaxation in ZF-µSR, as will be explained later on.

Our µSR experiments were carried out at two facilities, ISIS at the Rutherford

Appelton Laboratory in the UK and Paul Scherrer Institute in Switzerland. The

difference between these two facilities is the time structure of the muons beam.

The PSI source is continuous, muons arrive to the sample one at a time. When

a muon arrives it is detected by a muons detector that starts a clock, the clock is

stopped when a positron hits the forward or backward detectors. This method allows

very good time resolution that is essential for fast relaxing samples and for working

in high fields at TF-µSR. We made our penetration depth measurements at PSI. The

drawbacks of this method are complications that arise from a muon arriving to the

sample before the first muon decayed, in that case there is no way to associate the

positrons to specific muons and the events must be thrown away. This limits the

maximal time for which the polarization of the muons can be traced to about 10µs,

which, as will be shown, is not enough for our ZF measurements. Another drawback

is the relatively high background. The origin of the background is positrons that

contaminate the muons beam (coming from muons that decayed on their way from

the muons production target to the sample), these positrons hit the detectors and stop

the clock, giving a constant background in the asymmetry plot, which can complicate

the analysis of the ZF-µSR data.

The ISIS source is a pulsed source. In this case a large number of muons are
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Figure 2.3: Muon spin precession about a magnetic field at an angle θ
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implemented in the sample at once, then the clock is started. Every positron hitting

the detectors is counted and its time of arrival relative to the pulse implantation

time is recorded. In this way the two muons event problem is overcome and also the

background problem does not exist because in between pulses the sample is separated

from the muons source. The fact that the polarization can be traced up to times of

20µs combined with the absence of background signal makes ISIS more suitable for

our ZF experiments. The problems with this method arise from the finite width of the

muons pulse which results in a less accurate timing that limits the maximal precession

frequencies that can be measured.

2.1.3 Static and dynamic relaxation

If the local magnetic field in the muon site makes an angle θ with the initial muon-spin

direction, then the muon-spin will precess around the end of a cone of semi-angle θ

about the magnetic field as shown in Fig 2.3. The polarization in the z direction will

be:

Pz(t) = cos2θ + sin2θcos(γµBt)
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Now, if we deal with a powder we should average over all possible field directions,

this will lead to:

Pz(t) =
1

3
+

2

3
cos(γµBt)

The origin of the constant 1/3 term is in sites in which the internal magnetic field

is parallel to the initial muon-spin direction. Usually the internal field is not homo-

geneous, then one should also integrate over the field distribution, a famous example

is the polarization line in a sample in which the internal field is distributed as a

Gaussian of width ∆/γµ centered around zero, then the polarization is:

Pz(t) =
1

3
+

2

3
e−∆2t2/2(1−∆2t2)

a polarization known as the Kubo-Toyabe polarization, and shown in Fig 2.4. This

was experimentally found in many samples when the origin of the internal field is

frozen nuclear magnetic moments.

If the distribution were different, then the polarization line shape would be dif-

ferent, the common feature for all relaxation lines that originate in a static field

distribution is the 1/3 term.

The muon can also lose its polarization due to dynamic fluctuations of the inter-

nal field, or if the muon hops from site to site. The effect of the hopping rate on

the polarization is shown in Fig 2.5, it is assumed that the internal distribution is

Gaussian. For fast hopping or fluctuations we get exponential relaxation, the faster

the hopping the slower is the relaxation. This effect is an analog to the motional

narrowing of NMR, the field is fluctuating so fast that in the time scale of the muon

it is averaged to zero.

Slow fluctuations have very little effect on the polarization line shape at short

times, but they will cause the 1/3 tail to relax. This allows sensitivity to very slow
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Figure 2.4: The relaxation of the muon-spin due to a Gaussian field distribution. ∆
is the width of the distribution
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dynamical fluctuations.

In some cases it can be difficult to distinguish between static and dynamic relax-

ation. A longitudinal magnetic field will have a large effect on the static part of the

muon relaxation and a smaller effect on the dynamic part. The total filed experienced

by the muon is a vector sum of the external and internal fields. As the external field

is increased, the combined field is almost parallel to the initial polarization and the

relaxation decreases. On the other hand, the fact that the external field changes

the field distribution has no effect on the relaxation due to hoping between sites or

fluctuations, as long as the field is not too high.

2.1.4 Measuring the penetration depth using muons

TF µSR is used to measure λ, the penetration depth of the external magnetic field.

Since the muons probe the bulk of the sample and not the surface, the measurements
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Figure 2.5: The relaxation function for a muon hopping at rate ν. The internal field
is Gaussian distributed.
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are done in the mixed state of the superconductor. In any type II superconductor

two magnetic phases exist. Below the lower critical field Hc1 the field penetrates to

a thin layer on the surface of the sample, with a characteristic depth λ. Above Hc1

the material is in the mixed state, in this phase magnetic flux is allowed to penetrate

the bulk of the sample, but only in a form of flux vortices. The radius of the core

of the flux vortex is defined by the coherence length of the superconductor ξ. The

superconducting macroscopic wave-function is totally suppressed in the vortex core.

The supercurrent screens the magnetic field over a length scale of the penetration

depth λ.

For high enough fields the separation between vortices is smaller than λ, so the

flux lines overlap. The muons implanted in the sample probe the distribution of the

internal fields. This distribution leads to a damping of the muon spin precession
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signal. The second moment of the distribution is proportional to λ−2 [19]

√
< ∆B2 > ∝ 1

λ2
(2.1)

For anisotropic superconductors, like the the high-Tc cuprates, the effective screening

of the magnetic filed parallel and perpendicular to the CuO2 planes is different, so it is

possible to define a penetration depth λab on the plane and λc in the c axis direction.

In such materials < ∆B2 > depends on the orientation of the crystal relative to the

magnetic field, but for powders of highly anisotropic materials the second moment of

the magnetic field distribution is given by [19]

< ∆B2 >=
0.00371FΦ2

0

λ4
ab

(2.2)

where F ∼ 0.44 for λc/λab ≥ 5 and Φ0 is the fundamental flux quanta.

2.2 Magnetization measurements

2.2.1 Moving sample magnetometer

Let us consider a cylindrical sample of radius r and length L which moves through

a coil from its upper part to its lower part and back. The dimensions of the coil are

the same as the ones of the sample, and it has n turns per unit length. As the sample

moves a distance dx in the coil, the field in a volume πr2dx changes from H, the

external field, to B = H + 4πM , where M is the sample magnetization. The change

in the flux is dφ = n(πr2)4πMdx, therefore the voltage that develops in the coil is:

ε(t) = −1

c

dφ

dt
=

1

c
n(πr2)4πM

dx

dt

, where c is the speed of light. The output voltage will be proportional to the sample

velocity and to its magnetization.
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Now lets define S =
∫
T0|ε(t)|dt so that

S = [
∫ T/4

0
ε(t)dt−

∫ T/2

T/4
ε(t)dt+

∫ 3T/4

T/2
ε(t)dt−

∫ T

3T/4
ε(t)dt]

where T is the period of the motion. Using the definition of ε, S is also given by

S =
1

c
(φ(T/4)− φ(0)− φ(T/2) + φ(T/4) + φ(3T/4)− φ(T/2)− φ(T ) + φ(3T/4))

At times T/4 and 3T/4, when the sample is in the center of the coil:

φ = nBVsample + nH(Vcoil − Vsample)

At times 0, T/2 and T , when the sample is out of the coil, we get:

φ = nHvcoil

So we get

S =
16π

c
nMVsample

In this case the signal depends on the product of the magnetization and volume of

the sample.

2.2.2 Measuring Volume Fraction (VF)

In the limit of H → 0 the magnetization is given by m = χHVsc where Vsc is the

volume of the superconducting sample, which could be different from the volume

V obtained from mass/density. Since we use a superconducting magnet there is

an uncertainty in the absolute value of the field of about 5 G. For that reason the

magnetization is measured over a range of positive and negative fields, and from the

linear slope of m vs. H the quantity χVsc is extracted.
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In order to obtain useful information from χVsc we have to determine Vsc exactly.

There are two definition of Vsc. The first is known as the shielding volume and is

relevant in conditions of zero field cooling (ZFC). The second is the Meissner volume

applicable in condition of field cooling (FC). In the FC case, the sample is heated

to a temperature above Tc before the field is changed, and then cooled down in the

new field. In powder samples, the ZFC leads to an overestimate of Vsc because in

certain geometries Josephson connections can lead to shielding currents enclosing

non-superconducting regions in the sample. The FC conditions, on the other hand,

could lead to an underestimate of Vsc due to flux pinning in the sample.

In order to determine the correct Vsc we performed a preliminary experiment with

Pb (Lead) spheres, each of diameter of 0.5mm. Pb is a type I superconductor, so λ

is negligible. The measurements were done in FC conditions. We assume that χ is
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the susceptibility of a single sphere including the demagnetization factor (-3/2) and

obtained Vsc. We calibrated the susceptometer using a few spheres mixed with sand

so that they are very well separated from each other. Raw data is presented in the

insert of Fig. 2.6 where we show curves of M = m/V vs H for 3 samples: (I) the

few Pb spheres mixed with sand (17.24mg), (II) a layer of Pb spheres (55.81mg), and

(III) a full container of Pb spheres (634.5mg). An artistic image of this experimental

situation is also shown in the figure. In the first and third cases we find the same slope

at H → 0. But both are different from the second case. This means that isolated

spheres and a full container of spheres give the same results. Our findings in terms

of f = Vsc/V are summarized in Fig. 2.6, where f is depicted as a function of sample

mass, and as a function of height of spheres in the container (h) over its diameter

(d), on the lower and upper abscissa, respectively. For a small number of Pb spheres,

which form a 2D layer at the bottom of the container (h/d < 1), we find f > 1. As

the number of spheres increases, the volume they occupy in the container becomes

3D in nature (h/d > 1), and f converges to 1. We repeated the experiment with

“pancake” shaped pieces of lead; the results are qualitatively the same. This leads

to one of the important findings of this work. As long as we are in FC conditions

and use large values of h/d, we can safely assume that Vsc = V . This means that the

magnetic field wanders inside the sample, in between the different grains, and fills all

the empty spaces.

We performed two tests on a CLBLCO sample in order to demonstrate that the

conclusions reached with Pb are applicable for these cuprates. However, here we

reverse the role of the known and unknown parameters. We take Vsc = V and

determine χ from the measurements of the magnetization m. First, we repeated

the susceptibility measurements as a function of mass for a CLBLCO sample with
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Tc=42.3K. Here again a large mass means a 3D like sample. As can be seen in Fig. 2.7

the results are similar to those of the Pb powder in the sense that χ decreases with

increasing mass and saturates. We interpret this as reaching the limit where the field

wanders in between the grains, and conclude that in order to determine χ correctly

we must work with a large enough mass.

Second, due to the combination of weak flux pinning (compared to low Tc super-

conductors) and high temperatures, the time dependence of the magnetization can be

very complex. It is known that the magnetization relaxes with time through a variety

of mechanisms including flux creep, flux tunneling etc. Our main interest here is to

find the optimal field cooling scheme, in order to get reproducible magnetization at

base temperatures. We checked the susceptibility of a sample as a function of the

cooling rate. We found, in agreement with previous works [20], that in FC conditions
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it is important to pass through Tc slowly. Therefore, in all our measurements we cool

the samples slowly enough so that no difference in the measurements is observed by

cooling them even more slowly.

Having done all these tests we believe that we are on the safe side and our mea-

surement indeed represents the true superconducting volume fraction of the samples.
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RESULTS

Our µSR experiments were done at two facilities. When a good determination of the

base line was needed we used the ISIS pulsed muon facility at Rutherford Appleton

Laboratory, UK. When high timing resolution was required we worked at the Paul

Scherrer Institute, Switzerland (PSI).

Most of the data was taken with a 4He cryostat. However, in order to study the

internal field profile we had to avoid dynamical fluctuations by freezing the moments

completely. For this purpose we used the 3He cryostat at ISIS with a base temperature

of 350 mK. All µSR measurements were done on sintered pellets.

3.1 ZF-µSR

Typical muon asymmetry depolarization curves are shown in Fig. 3.1 (a) for different

temperatures in the x = 0.1 and y = 7.012 (Tc = 33.1K) sample. The change of the

polarization shape with temperature indicates a freezing process, and the data can

be divided into three temperature regions. In region (I), given by T ≥ 8 K, the muon

31
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relaxes according to the well known Kubo-Toyabe (KT) function given by

KT (t) =
1

3
+

2

3
(1−∆2t2) exp(−1

2
∆2t2), (3.1)

(see section 2.1.3) typical of the case where only frozen nuclear moments are present

[21]. In region (II), bounded by 8 K≥ T ≥ 3 K, part of the polarization relaxes quickly

and the rest relaxes as in the first region. As the temperature is lowered the rapidly

relaxing part increases at the expense of the slow part. Moreover, the relaxation rate

in the rapidly relaxing part seems independent of temperature. Finally, at long times

the asymmetry relaxes to zero. In region (III), where 3 K ≥ T , the asymmetry at

long times no longer relaxes to zero, but instead recovers to a finite value. This value

is ' 1/3 of the initial asymmetry Az(0). To demonstrate that the internal field is

static at base temperature, the muon polarization was measured with an external

field applied parallel to the initial muon spin-polarization. This geometry allows one

to distinguish between dynamic and static internal fields. In the dynamic case the

asymmetry is field independent [22]. In contrast, in the static case the total field

experienced by the muon is a vector sum of H and the internal fields, which are of

order 〈B2〉1/2. For H � 〈B2〉1/2 the total field is nearly parallel to the polarization.

Therefore, in the static case, as H increases, the depolarization decreases, and the

asymmetry recovers to its initial value. Because we are dealing with a superconductor,

this field sweep was done in field-cooled conditions. Every time the field was changed,

the sample was heated to above Tc and cooled down in a new field. The results are

shown in Fig. 3.1 (b). In an external field of 250 G, the total asymmetry is nearly

recovered. Considering the fact that the internal field is smaller than the external

one due to the Meissner effect, this recovery indicates that the internal field is static

and of the order of tens of Gauss. Next we perform quantitative data analysis in two
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parts: high temperatures (region II), and base temperature.

3.1.1 High T Data Analysis

First we discuss region II. Here we focus on the determination of Tg. For that purpose

we fit a combination of a rapidly relaxing function and a KT function to the data

Az(t) = Am exp
(
−
√
λt
)

+ AnKT (t), (3.2)

where Am denotes the amplitude of the magnetic part, λ is the relaxation rate of the

magnetic part, and An is the amplitude of the nuclear part. The relaxation rate of

the KT part was determined at high temperatures and is assumed to be temperature

independent. Moreover,it is found to be almost the same for the samples we checked.

The sum Am + An is constrained to be equal to the total initial asymmetry at high

temperatures. The relaxation rate λ is common to all temperatures. The solid lines

in Fig. 3.1 (a) are the fits to the data using Eq. 3.2.

The success of this fit indicates the simultaneous presence of two phases in the

sample; part of the muons probe the magnetic phase while others probe only nuclear

moments. As the temperature decreases Am, which is shown in Fig. 3.2 for three

samples, grows at the expense of An. At low temperatures Am saturates to the

full muon asymmetry. A similar temperature dependence of Am is found in all our

samples. The origin of the magnetic phase is electronic moments that slow down and

freeze in a random orientation. The fact that λ is temperature independent means

that in the magnetic phase γµ 〈B2〉1/2, where γµ is the muon gyromagnetic ratio, is

temperature independent. In other words, as the temperature is lowered, more and

more parts of the sample become magnetic, but the moments in these parts saturate

upon freezing.
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Our criterion for Tg is the temperature at which Am is half of the total muon po-

larization as demonstrated by the vertical lines in Fig. 3.2 for three different samples.

The phase diagram that is shown in Fig. 3.3 represents Tg for various samples differ-

ing in Ca and O contents. This diagram is systematic and rather smooth suggesting

good control of sample preparation. As expected, for constant x, higher doping gives

lower Tg.

We have singled out three groups of samples with a common Tg = 11, 8 and 5 K

as shown in Fig. 3.3 by the horizontal solid lines. These samples are represented in

the phase diagram in the inset of figure 3.3 by the dotted lines.

3.1.2 Low T Data Analysis

We now turn to discuss the muon depolarization at base temperature. In this case

all the muons experience only a static magnetic field, as proven above. This allows

one to reconstruct the internal field distribution out of the polarization curve. The

polarization of a muon spin experiencing a unique field B is given by Pz(t) = cos2(θ)+

sin2(θ) cos(γ|B|t), where θ is the angle between the field and the initial spin direction.

When there is an isotropic distribution of fields, a 3D powder averaging leads to

Pz(t) =
1

3
+

2

3

∫ ∞

0
ρ(|B|) cos(γ|B|t)B2dB (3.3)

where ρ(|B|) is the distribution of |B|. Therefore, the polarization is given by the

Fourier transform of ρ(|B|)B2 and has a 1/3 base line. When the distribution of B is

centered around zero field, ρ(|B|)B2 is a function with a peak at 〈B〉 and a width ∆

[e.g. Fig 3.4(b)]. Therefore we expect the polarization to have a damped oscillation

and to recover to 1/3, a phenomenon known as the dip [e.g. the inset in Fig 3.4

(b)]. Gaussian, Lorentzian and even exponential random field distributions [23], and,
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more importantly, all known canonical spin glasses, produce polarization curves that

have a dip before the 1/3 recovery. This is demonstrated in Fig. 3.5. For a Gaussian

distribution of width ∆ we obtain Eq. 3.3 which is demonstrated in panel (a). The

cases of a canonical spin glass Fe0.05TiS2, and an extremely underdoped CLBLCO

are presented in panels (b) and (c). Furthermore, a dipless polarization curve that

saturates to 1/3 cannot be explained using dynamical arguments. Therefore, the most

outstanding feature of the muon polarization curve at base temperature is the fact

that no dip is present, although there is a 1/3 tail. This behavior was found in all of

our samples with Tc > 7 K, and also in Ca doped YBCO [24] and Li doped YBCO

[25].

The lack of the dip in Pz(t) can tell much about the internal field distribution. It

means that 〈B〉 is much smaller than ∆. In that case the oscillations will be over-

damped and the polarization dipless! In Fig. 3.4 we show, in addition to the 〈B〉 ' ∆

case described above [panel (b)], a field distribution that peaks around zero [panel

(a)]. Here 〈B〉 is smaller than ∆, and, indeed, the associated polarization in the inset

is dipless. Thus in order to fit the base temperature polarization curve we should

look for ρ(|B|)B2 with most of its weight around zero field. This means that ρ(|B|)

diverges like 1/B2 at |B| → 0, namely, there is an abnormally high number of low

field sites.

It also means that the phase separation is not a macroscopic one. If it were, all

muons in the field free part would probe only nuclear moments and their polarization

curve should exhibit a dip or at least its beginning, as in the high temperature data.

The same would apply for the total polarization curve, in contrast to observation.

Thus, the superconducting and magnetic regions are intercalated on a microscopic

scale (∼ 20Å) [26]. This is the third main finding of this work.
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The special internal field distribution, and the nature of the gradual freezing of

the spins, can be explained by the intrinsic inhomogeneity of hole concentration. The

part of the sample that is hole poor, and for that reason is “more” antiferromagnetic,

will freeze, while the part which is hole rich will not freeze at all. The variation in

the freezing temperature of different parts of the sample can be explained by the

distribution of sizes and hole concentration in these antiferromagnetic islands [13].

The large number of low field sites is a result of the fact that the magnetic field

generated in the magnetic regions will penetrate into the hole rich regions but not

completely.

3.2 TF-µSR

We performed TF-µSR for two main reasons, to check that the CLBLCO system

satisfies the Uemura relations and as a test of the quality of the samples. As explained

in a previous section, using TF-µSR one can relate the magnetic penetration depth

to the de-polarization rate of the muon. This method is based on the formation of

a lattice of vortices in the sample, the measured penetration depth is an average

over all the sample volume. Any macroscopic spurious phase will change the muons

polarization and can be detected. We checked all our CLBLCO samples and all of

them were found to be bulk superconductors.

These experiments are done by field cooling (FC) the sample to 1.8 K in an

external field of 3 kOe in PSI and 400 Oe in ISIS. As explained above we apply

the field perpendicular to the incoming muons spin direction, and every muon then

precesses according to the local field in its environment. When field cooling the

sample, a vortex lattice is formed, and the field from these vortices decays on a
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length scale of λ. This leads to a inhomogeneous field distribution in the sample.

Since the magnetic length scale is much larger than the atomic one, the muons probe

the magnetic field distribution randomly, which, in turn, leads to a damping of the

muons average spin polarization. This situation is demonstrated in Fig. 3.6 where

we present an image of the field profile, and the corresponding real and imaginary

parts of the muon asymmetry. At temperatures above Tc the field is homogeneous

and all muons experience the same field, and therefore no relaxation is observed.

Well below Tc there are strong field variations and therefore different muons precess

with different frequencies, and the average polarization quickly decays to zero. In

intermediate temperatures the field variations are not severe and the relaxation is

moderate.

It was shown that in powder samples of HTSC the muon asymmetry A(t) is well

described by [21],

A(t) = A0 exp(−σ2t2/2) cos(ωt+ ϕ) (3.4)

where A0 is the initial asymmetry, ω = γµH is the precession frequency of the muon,

σ is the relaxation rate, and ϕ is a phase which depends on the counters used to

generate the asymmetry. Our analysis for both ISIS and PSI data is done in a

reference frame rotating at ωrrf and the real and imaginary components of the signal

are fitted simultaneously. Therefore, the frequency in Fig. 3.6 is γµH − ωrrf where

ωrrf is chosen arbitrarily for presentation purpose. The solid line in this figure is the

fit result. The fact that the whole asymmetry relaxes indicates that CLBLCO is a

bulk superconductor.

In figure 3.7 we show the variation of σ versus the temperature for two samples.

In the upper panel the sample does not show signs of magnetism at low temperature,

σ(0) is taken as the value at the lowest temperature measured. On the other hand,
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in the lower panel there is a sudden increase in the relaxation at low temperatures

due to the freezing of magnetic moments. In cases like that, typical to underdoped

samples, we had to fit the σ vs T , excluding the very low temperature points, to a

Gaussian to determine σ(0). An important finding is that upon the appearance of

the magnetism there was no change in A0. This, again, indicates that the magnetic

moments do not come from a separated macroscopic phase, the muons probe all the

sample at all temperatures.

The fit results for σ are shown in Fig 3.8. As can be seen, the dependence of Tc

on σ is linear in the under-doped region and universal for all CLBLCO families, as

expected from the Uemura relations. However, there is a new aspect in this plot.

There is no “boomerang” effect, namely, overdoped and underdoped samples with

equal Tc have the same σ, with only slight deviations for the x = 0.1 sample as

demonstrated by the arrows in Fig. 3.8. Therefore, in CLBLCO there is a one to one

correspondence between Tc and σ, and therefore λ−2
ab , over the whole doping range.

The penetration depth λ can be related via the London equation to the spuerfluid

density ns,

λ2 =
m∗
nse2

(3.5)

The Uemura plot shows that Tc is linearly proportional to the superfluid density,

at least in the underdoped regime. This result is totally unexpected in the BCS

framework. In a BCS-like theory Tc is determined by the size of the energy gap which

should depend, if at all, only weakly on the pair density.

An explanation to this phenomena was given by Emery and Kivelson, as was

discussed in section 1.2.1.
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3.3 Magnetization measurements

We measured the magnetization of various families of HTSC, the YBCO, LSCO and

CLBLCO systems. From these measurements we calculated the superconducting

volume fraction (VF) as explained in section 2.2.2.

In Fig 3.9 we show the VF measured in FC conditions vs. y for various x values

for CLBLCO samples, in the inset we show Tc vs y and x. The similarity between

the two plots is obvious. Plotting the VF vs Tc reveals that they are indeed linearly

dependent, at least in the underdoped regime, as shown in figure 3.10. The results

for the LSCO and YBCO samples are the same, as seen in Fig 3.11. Not only do the

different families show the same linear behavior, but also the slope of the VF vs Tc is

the same! This is not a trivial result, taking into account that there are quite a few

differences between the families and between the samples within every family. Let us
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summarize some of the relevant differences between them:

1. The CLBLCO samples are tetragonal at all doping levels, while the YBCO and

LSCO, in the relevant temperature range, are orthorombic. This implies that

in LSCO and YBCO twin boundaries exist in the sample, while in CLBLCO

they don’t.

2. The superconductivity in the YBCO family is more isotropic than in the LSCO

family. The ratio λc
λab

, is much larger in LSCO than in YBCO, where λc is the

magnetic penetration depth perpendicular to the CuO planes and λab is the

penetration in the plane [27]. This ratio in the CLBLCO system in not known

but is expected to be similar to that of YBCO.

3. The YBCO and CLBLCO systems are double layer systems while LSCO is a

single layer cuprate. By the layer number we mean the number of CuO2 planes

in a unit cell.

In order to better understand this result, one has to deal with the non trivial
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subject of the magnetization of HTSC powders. We did few other experiments trying

to gain some insight into this problem.

Using a set of sieves we divide one CLBLCO powder sample into two: 20µm <

d < 40µm and d < 20µm where d is the characteristic size of a grain. We measured

the VF of these two samples both in ZFC and FC conditions. The results are shown

in figure 3.12. First of all, one can see that in ZFC the magnetization is linear in

the field up to a much higher field than in FC. In the example shown in Fig. 3.12

the ZFC data for both grain sizes is linear in all the range measured (∼ 30 Gauss),

while in the FC data it is hard to find any region in which the magnetization is

linear in the field. In this case we define the VF using the region between −5Gauss

and 10Gauss (The magnetization is not symmetric around zero field because of the

superconducting magnet). This was found in all the samples, the linear region can

be different between samples but it is always of the order of 10Gauss. We believe
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Figure 3.13: Scanning electron micrographs of the powder. (a) Small grains (b)
Large grains.
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the point where the linearity breaks down is the point at which flux pinning starts to

occur, as will be discussed latter on.

Secondly, we find almost no grain size dependence in the FC measurements, es-

pecially when compared to the ZFC experiment. This indicates that the grain size

does not play a role in determining the VF as long as FC conditions are used. This

can be understood if one assumes that the powder grains are agglomerates of smaller

crystallites. All our samples during their preparation are pressed and sintered into

pellets, and then crashed back into powders. It is conceivable that the more the

samples are crashed the more the basic crystallites are separated, but without a true

change in the size of the basic building block of the sample.

The scanning electron micrographs (SEM) of the two samples support this picture,

they are shown in figure 3.13. The large grains (panel b) look like they are made of

smaller grains, they look much more porous than the small grains. The distribution

of size of grains in both samples looks quite broad.
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We compared the magnetization of a whole pellet with its magnetization after

crashing it. We used for this purpose a LSCO sample with x = 0.15 and Tc ∼ 40K.

The results are shown in figure 3.14. In the ZFC results one can see a great difference

between the magnetization of the pellet and powder in low fields. While the powder

shows the well known linear dependence on the field up to more than 150Gauss,

the pellet magnetization does not show linear behavior at all. Up to 20Gauss the

calculated VF is almost 100%. Above that field, the VF decreases and reaches a

value similar to that of the powder. The difference between the two samples is only

the connection between the grains, those can be described as Josephson junctions with

some average critical field HJc1. At fields lower than HJc1 in ZFC there are shielding

currents that shield all the volume of the pellet. Above HJc1 the links can not support

the shielding current any more and we get local shielding as in the powder.

On the other hand, the FC magnetization of the pellet and of the powder are the
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same. This difference between the ZF and ZFC behavior of the pellet indicates that

the intergrain connections can not carry any Meissner currents but they can carry

shielding currents.

The result is consistent with the existence of a basic building block for the samples.

If we accept this picture, than there is no real difference between a pellet and a powder

grain, they are both made from the same smaller cristallines. Thus, we see that in

general the Meissner fraction of the superconducting grains is not complete. One of

the reasons for that can be that the penetration depth in this materials is quite large.

It was shown that the magnetization of a SC grain neglecting demagnetization

effects and pinning, depends on the ratio between the penetration depth λ and the

typical length scale of the grain’s cross section, a. χ can writen

χ = −b(1− g(x)/x) (3.6)

where x = a/λ. In spherical, plane and cylindrical shaped grains g(x) is the Langevin,

Hyperbolic tangense and the modified Bessel functions respectively [28]. In the lim-

iting cases all the above function have the same x dependence [28]. For the case

x >> 1

χ ∝ −(1/4π)(1− λ/a) (3.7)

and for the case x << 1

χ ∝ −(1/4π)(a2/λ2) (3.8)

We used the intrinsic anisotropy of the HTSC to check in which of these two limits

our experiment lies, x > 1 or x < 1. Two samples of YBCO powder in glue are used.

In one of the samples the powder is oriented and in the other it is not. In figure

3.15 we show the experiment in a schematic way. In panel a of the figure, the CuO2

planes are oriented parallel to field and the penetration is in the c direction , in panel
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Figure 3.15: Schematic illustration of the dependence of VF on the orientation of
the powder grains.
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b the orientation of the CuO2 planes is random and so the penetration direction is

random too. λc/λab in YBCO is around 5 [27], so if the grain size is much larger than

the average penetration length we expect no difference between the VF of the two

samples, this is in contradiction to what was found in the experiment. The grains

size according to this experiment is of the same order as the penetration length or

smaller.

We fitted the VF data of the CLBLCO x = 0.4 samples to both equation 3.8

equation 3.7 using the λ values we got from the TF-µSR experiment. Both the

models fit the data reasonably well, if we assume a > λ we get for a a value of

∼ 2000Å. If we assume the opposite we get a ∼ 500Å. The fact is that in any case

the size of the SC block is of the same order as the penetration depth.

Some authors tried to explain the incomplete Meissner fraction in the HTSC.

Wohlleben et. al. [29] argued that in sintered pellets of HTSC there exist a critical

field Hm above which the screening of magnetic fields out of the sample will not be
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complete. This results from the intrinsic structure of these materials, which contains

many extended defects, such as grain boundaries and twining planes, that are trans-

parent to magnetic fields. The second condition for the incomplete shielding is that

the characteristic distance between these defects, which defines the real superconduct-

ing block, will be such that it is much larger than λab and smaller than λc. Under

these conditions the maximal Meissner fraction of the pellet will be 1/3. Below Hm

the Meissner fraction will rise to 100% in the presence of Josephson loops.

There are several crucial points in this model that don’t agree with our data. First

of all it is known, that at least in YBCO, the anisotropy in the penetration depth is

no more than one order of magnitude. Thus, it is difficult to see how YBCO satisfies

the conditions of the model. Second, in this model the incomplete Meissner fraction

is an equilibrium property of granular HTSC, an idea which is hard to accept taking

into account the differences between ZFC and FC measurements.

Two other models describe the incomplete Meissner fraction as a metastable state

that depends on the history of the sample. The first is the glass superconductor model

[30]. This model treats the granular superconductor as a random array of Josephson

loops. We don’t elaborate on this model because the main ingredient of it is the

connection between the grains, which we believe is not relevant to our problem. This

was shown by comparing the VF in FC of a pellet and of the powder produced by

pulverizing the same pellet.

The second model explains the incomplete Meissner fraction by flux-pinning. A

well know phenomenon in the HTSC is the irreversibility line which defines, for every

applied field, a temperature above which the FC and ZFC magnetization are the

same. The irreversibility line follows the relation

1− t ∝ H2/3



CHAPTER 3. RESULTS 54

Figure 3.16: Critical fields and irreversibility line for an optimally doped YBCO
sample. The dashed lines represent lines of equal VF. Taken from [31]
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where t is the reduced temperature T/Tc. The irreversibility line was explained by

Yeshurun and Malozemoff as a result of conventional flux pinning and thermally

activated flux creep [31]. The irreversibility line leads to an incomplete Meissner

effect in FC. When the sample is cooled in a magnetic field, very close to Tc it will

be above the first critical field, Hc1, so the magnetization of the sample, M , will be

larger than −H/4π. As the sample is cooled further the field is expelled from the

sample until one reaches the irreversibility temperature of the specific field. Cooling

more will not change the magnetic moment of the sample. This is shown in figure

3.16. Although at base temperature all the measurements were taken at fields much

lower than Hc1, the magnetization is determined at much higher temperatures, where

the applied fields can form a flux lattice in the sample. On the other hand, if the

sample is cooled in zero field, then no flux is trapped inside. In this sense the model

can explain the difference between FC and ZFC measurements.

The main disagreement we find between this model and our data is the field
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dependence of the Meissner fraction. As the irreversibility temperature depends on

the external field, it is expected that there will be a substantial field dependence of the

Meissner fraction, we on the other hand found no field dependence at all. To double

check this point we measured one of our YBCO samples in a SQUID magnetometer

(at the Weizmann institute) at low fields down to 0.1 Gauss with a resolution of 0.1

Gauss, we again found a linear magnetization with same slope we found using our

own magnetometer.

The most problematic issue is more general and concerns pinning of flux in very

small particles. The overall flux through a small grain with surface area S is φ = B ·S.

The flux quanta is φ0 = 2× 10−7Gausscm2, if the flux through the grain is less than

half flux quanta it is energetically unfavorable for the system to pin flux in it. The

condition for flux pinning is:

BS

φ0

> 0.5

If we assume S = 1µm2 (on the same order as the penetration depth) then the

minimal field for pinning is 20Gauss. As we work in very low fields, it is hard to

understand how the results can be explained using a model that is built on pinning

phenomena.

This brings us to what we belive is the only consistant interpratation of our data.

According to the Uemura relation Tc ∝ 1/λ2
ab. In MKS V F = 4πχ and using equation

3.8 we get V F ∝ a2

λ2 . The linear relation of the VF on Tc is naturally explained if we

assume that the variation of the VF originates only in the change in the penetration

depth. Although it is not clear how a, the length scale representing the size of the

basic superconducting block, is the same for all samples we checked, we understand

the linear relation of the VF on Tc as an independent verification of the Uemura plot.

In Fig 3.17 we show Tc vs. VF and vs. σ for all the CLBLCO, LSCO and YBCO



CHAPTER 3. RESULTS 56

0

10

20

30

40

50

60

70

80

90

0.0 0.1 0.2 0.3 0.4 0.5 1 2 3

(a)

 LSCO
 YBCO

   CLBLCO
 x=0.4
 x=0.3
 x=0.2
 x=0.1

 

 

-χ

T
c(K

)

(b)

solid - underdoped
open - overdoped

 

 

σ (µsec-1) 

Figure 3.17: (a) Tc vs. the VF. (b) Tc vs. the TF-µSR relaxation rate. The LSCO
and YBCO data is taken from [32]

samples.



Chapter 4

Discussion

In this chapter we would like to discuss our result in greater detail, and put them in

the right context.

4.1 Numerical simulation

To improve our understanding of the muon polarization at base temperature, we

performed simulations of a toy model aimed at reproducing the results described

above.

A 2D 100×100 square lattice is filled with two kinds of moments, nuclear and elec-

tronic. All the nuclear moments are of the same size, they are frozen and they point

in random directions. Of the electronic moments only a small fraction p is assumed

to be frozen; they represent magnetic regions with uncompensated antiferromagnetic

interactions. Since these regions may vary in size, the moments representing them are

random, up to a maximum size. The frozen electronic moments induce spin polariza-

tion in the other electronic moments surrounding them. Following the work of others

57
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µ

Figure 4.1: Demonstrating the numerical simulations. Two spins (long arrows) are
placed on the lattice. They polarize the nearby spins. The muon interacts with the
spin by dipolar interaction. Nuclear moments (which participate in the simulation)

are not shown.
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[33], we use decaying staggered spin susceptibility which we take to be exponential,

namely,

χ
′
(r) = (−1)nx+ny exp(−r/ξ) (4.1)

where r = nxax̂ + nyaŷ represents the position of the neighbor Cu sites, a is the

lattice vector, and ξ is the characteristic length scale. Because of this decay, at low

frozen spin concentration, large parts of the lattice are practically field free (except

for nuclear moments). However, the important point is that no clear distinction

between magnetic and field free (superconducting) regions exists. This situation is

demonstrated in Fig. 4.1.
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The muon polarization time evolution in this kind of field distribution is numer-

ically simulated. The interaction between the muon and all the other moments is

taken to be dipolar, and ξ is taken to be 3 lattice constants [34, 35]. The dashed line

in Fig. 3.1 is a fit to the T = 350 mK data, which yields p = 15% and maximum

moment size ' 0.06µB . As can be seen, the line fits the data very well. However, as

expected, the fit is sensitive to pξ2 only, namely to the effective area of the magnetic

islands, so a larger ξ would have resulted in a smaller p. The field distributions and

the polarization curve shown in Fig. 3.4 were actually generated using the simula-

tion. In (a) the spin density is 15% while in (b) the density is 35%. In panel (c) of

Fig. 3.1 we show the spin polarization for different hole concentrations, varying from

0% to 35% with the same ξ = 3. The resemblance between the simulation results as

a function of p and the muon polarization as a function of temperature in panel (a)

leads us to the conclusion that the freezing process is mostly a growth in the total

area of the frozen AF islands.

4.2 Scaling relations

In upper panel of figure 4.2 we show Tc versus the doping in CLBLCO. For different

x values there is a different maximal Tc at a different doping level. We define, for

every compound, the oxigen doping level as measured from optimal doping:

∆y = y − y0

where y0 is the point where Tc is maximal. In that sense, in the CLBLCO system,

every x value represents a different compound, meaning that y0 can be different for

different x.
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We scale the domes of the upper panel of figure 4.2 by dividing for every x value

Tc by Tmaxc and plot Tc/T
max
c vs y. This is presented in the middle panel. In order to

make all the curves converge into one, we also need to multiply ∆y for every family

by a different constant, that we name K(x). Thus, we define ∆p = K(x)∆y. Tc/T
max
c

vs. ∆p is shown is the lower panel of figure 4.2. We use the same scaling, built to

make the Tc curves to coincide, on the Tg versus y lines. The result for the CLBLCO

data is shown in figure 4.3. As one can see all the lines merge into one line!

Encouraged by the success of the scaling relations for the CLBLCO samples, we

tried to use the same scaling on other compounds data. The families for which both

Tg and Tc data exist beside (CaxLa1−x)(Ba1.75−xLa0.25+x)Cu3Oy [CLBLCO] [36] are

La2−ySryCuO4 [LSCO] [4, 5], Y1−yCayBa2Cu3O6 [YCBCO] [4], Bi2.1Sr1.9Ca1−xYxCu2O8+y

[Bi-2212] [5], and YBa2Cu3Oy [YBCO] [37]. Tg in these works was probed using ZF-

µSR. Different authors use different fit functions for the determination of Tg. We will

show below that this has no bearing on our final conclusion. In this case we define Kf ,

a different scaling parameter for each compound. We aim to make all the Tc/T
max
c

domes merge into the curve of simplest cuprate, LSCO. We then use the same scaling

on the Tg data, as explained previously. The results are shown in figure 4.4 and the

parameters used in the scaling are shown in table 4.1.

We demonstrate that the simultaneous scaling of Tg and Tc is a property of clean

superconductors and does not work in all cases. A perfect example for a scaling failure

is given by La2−ySryCu1−xZnxO4 [LSCZO] [5]. Here Zn is responsible for generating

different families by disturbing the uniformity of the CuO2 planes. As demonstrated

in figure 4.5, the scaling transformation that makes all Tc vs. ∆p domes merge into

one function does not apply for Tg vs. ∆p. This suggests that a mechanism with a

different energy scale is involved in the reduction of Tc when impurities are present.
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From the Uemura relation we know:

Tc = Jns(∆p)

In section 1.2 we showed that according to the Boson-Fermion model J , which we

identify with Jb, the pair hopping, does not depend on the doping. Thus the variation

in Tc originates in variations in the superfluid density. This allows us to write:

Tmaxc = Jns(0) (4.2)

In this framework the scaling result is:

Tc
Tmaxc

=
ns(∆p)

ns(0)
(4.3)
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HTSC Family Popt Kf Tmax
c

CLBLCO x = 0.1 0.18 2.0 58
CLBLCO x = 0.2 0.18 1.9 69
CLBLCO x = 0.3 0.18 1.8 77
CLBLCO x = 0.4 0.18 1.5 80
LSCO 0.16 1.0 38
YCBCO 0.16 1.1 65
Bi-2212 0.16 1.1 44
YBCO 0.16 1.0 93
LSCZO x = 0.01 0.16 1.5 26
LSCZO x = 0.01 0.18 2 17

Table 4.1: Table showing the optimal chemical doping, the scaling factor, and the
maximum Tc for the various compounds presented in Fig. 4.4 The Tmax

c (and popt)
of YCBCO is not known, and the values given in the table are assumed. Only two

samples of YBCO, for which both Tg and Tc have been measured, are shown.��
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Although we do not know the form of ns(∆p), equation 4.3 represents a universal

relation for the cuprates. If we use the result of section 1.2.2, then

Tg = Jtf(∆p)

where f is an unknown function of the doping. After the scaling we get:

Tg
Tmaxc

=
Jt
Jb

f(∆p)

ns(0)

There are two conditions for the curves to coincide: First, we divided two energy

scales, Jt and Jb, so for the scaling to work Jb must be proportional to Jt. Furthermore,

we obtain a relation between Jb and Jt that is common to all compounds. Second,

the horizontal axis represents a line on which ns/n
max
s for all the different compounds

is equal, the fact that the Tg lines coincide on the same axis indicates that Tg is a

function of the superfluid density and does not depend directly on the doping:

Tg = Jtf(
ns(∆p)

ns(0)
)
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This can have far reaching implications in understanding the cluster spin glass physics.

The success of the simultaneous scaling of Tc and Tg for all the pure compounds

discussed above, suggests that the same energy scale J controls both the supercon-

ducting and magnetic transitions in all cuprates. We can compare this result to the

prediction of the Boson-Fermion model. Different compounds can have different t

and U parameters, where t is the hopping integral and U is the on-site interaction of

the Hubbard model, but according to figure 1.2, the ratio Jb/Jt, varies by no more

than 50% over all the range in which the holes bind into pairs. Our data suggests an

even stronger constraint, that Jb/Jt is common to all the compounds.
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Chapter 5

Conclusions

Using TF-µSR we measured the penetration depth at base temperature of CLBLCO

samples. We found that these samples satisfy perfectly the Uemura relation, meaning

that Tc ∝ ns, where ns is the superfluid density. We also verified the Uemura relation

using magnetization measurements at low fields. Using the special properties of the

CLBLCO system we were able to show that what governs Tc is the superfluid density

and not the chemical doping level.

We performed ZF-µSR measurements on CLBLCO underdoped samples. We learn

that these samples have a unique magnetic ground state which is a cluster spin-glass.

Magnetism and superconductivty co-exist on a microscopic length scale. We also

constructed the magnetic phase diagram of the CLBLCO system.

Using a scaling relation we were able to show that a single energy scale, J , governs

both the superconcting and the magnetic phases, so Tc can be written as Tc = J ×ns
were J can vary between different cuprates.
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