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Abstract

In this work we deduced the HTSC’s Pseudogap critical temperature, known as T ?.

We did that by measuring the magnetic susceptibility on high temperatures region.

We measured the CLBLCO system, in which small changes in the superconductiv-

ity properties can be made by making small changes in the chemical components.

Changes of T ? can be detected as a function of the changes in the chemical compo-

nents and ,of-course, as the function of the doping levels.

Previous work in our group demonstrated that in the cuprates superconductors:

Tc ∝ Jfns where Tc is the superconductor transition temperature, Jf a magnetic

energy scale for a given cuprates family, and ns is the superconducting carrier den-

sity. We have also found correlation, using a scalling relation, between Tmax
c (SC

temperature at optimal doping), TN (the Néel temperature) and Tg (the spin-glass

temperature) for a given family.

in this work, we enhance this previous results by including T ? in the scaling rela-

tion. In addition, we found new properties of T ? by comparing it to the other critical

temperature.

ix
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List of Symbols

HTSC High Temperature SuperConductor

Tc Superconductive critical temperature

TN Nèel antiferromagnetism critical temperature

Tg Spin glass critical temperature

T ? Pseudogap critical temperature
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c Tc at the optimal doping point
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N TN at the most underdoped point
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y0 Oxygen level at the optimal doping point

∆y Oxygen level as measured from optimal doping

SQUID Superconducting QUantum Interference Device

χ Measured Susceptibility

χ0 Real susceptibility
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Chapter 1

Preface

The cuprates high Tc superconductors are ceramic compounds all having CuO2 planes.

These compounds are antiferomagnetic Mott insulators in their undoped state. Upon

holes or electrons doping by chemical substitution or oxygenation at out-of-plane

sites they become High Tc superconductors [HTSC] and the long range antiferromag-

netism is destroyed. The origin of the magnetism at low doping levels lies in the CuO2

planes, and superconductivity also occurs in these planes. In the undoped region the

antiferomagnetic transition temperature (TN) deceases with the doping level until it

reaches zero at about 4% doping, where ordered antiferromagnetic state no longer ex-

ists. Above a certain doping level superconductivity emerges. The superconducting

transition temperature (Tc) increases with doping, up to a point of ”optimal doping”

(Tmax
c ). After this point further doping results in a Tc reduction. In the region be-

tween long range antiferromagnetic order and the region with no magnetic moments,

there is a random arrangement of frozen moments. This phase, called spin glass, exist

in these compounds also in the underdoped superconducting state.

3
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Figure 1.1: The cuperate phase diagram.

As a result of the intimate relation between the superconducting state and the an-

tiferromagnetism, it is believed that superconductivity in the cuprates emerges from

magnetic fluctuations in the same sense that BCS type superconductivity stems from

lattice fluctuations (phonons). Moreover, unlike BCS superconductivity, in which the

superconductivity energy gap opens together with the appearance of the supercon-

ducting phase (at Tc), in HTSC it has been noticed,in the underdoped region, that a

kind of energy gap (Pseudogap) emerges at a temperature (T ?) much higher than Tc.

T ? decreases, approximately linearly, as the function of the doping, untill T ? and Tc

merge at optimal doping. This phase diagram is shown qualitatively in Fig.

1.1. In this work I investigate the origin of the pseudogap by studying how T ?

behaves as the function magnetic properties, where small changes in the chemical

composition are an implicit parameter. In particular I am interested in the influ-

ence of the in-plane Heisenberg coupling constant (Jf ) and out-of-plane (Jfα) on T ?.

The variations in Jf and α are achieved by studying four different families of the
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(CaxLa1−x)(Ba1.75−xLa0.25+x)Cu3Oy (CLBLCO) system, each having it own magnetic

properties and superconducting dome but negligible structural changes. A review of

this compound is given is section 2.1. The determination of T ? is done with suscepti-

bility χ measurements as described in sections 3.7 and 5. Extraction of T ? from χ is

discussed in sections 5 and 6. Finally, discussion and summary are given in sections 7

and 8.

The major finding of this work is that T ? dependes on Jf and α in the same

way that TN does. In other words, T ? ∝ TN and not just to Jf . This work enhances

our group’s previous experimental demonstration of simple relation between magnetic

energy scale, doping, and Tc, by adding the T ? measurements. These results leave

very little doubt that cuprate’s superconductivity is a result of magnetic fluctuations.
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Chapter 2

Materials

2.1 Structure and properties

(CaxLa1−x)(Ba1.75−xLa0.25−x)Cu3Oy (CLBLCO) is a unique family of HTSC in which

one can vary the superconducting and magnetic properties with minimal structural

changes. Therefore, it allows one to try and understand what are the physical rather

than chemical properties of the material that govern superconductivity. CLBLCO

belongs to the 1:2:3 system (atomic ratio). It’s unit cell is very similar to the famous

Y Ba2Cu3Oy (YBCO), apart from the Ca which occupies the Y site, and the La which

occupies both the Y and the Ba site. This compound is tetragonal in all it’s range

of existence 0 ≤ x ≤ 0.5, so there are no ordered Cu-O chains like in YBCO; the

oxygen atoms in the chain layer are distributed randomly with respect to the ~a and

the ~b directions. According to bond valence sum calculation, the hole concentration

in the CuO2 planes does not depend on x, nevertheless, the maximum value of Tc

varies from ∼ 45 K at x = 0 to ∼ 80 K at x = 0.4 [1].

The CLBLCO family is stable over a wide range of doping so one can synthesize

7
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Figure 2.1: CLBLCO phase diagram.

samples ranging from the parent antiferromagnetic compound, to underdoped su-

perconductors, and even to the overdoped superconductors, by changing the oxygen

content. In addition, by changing x, very similar Tc and TN versus oxygen doping

curves are formed, as shown in the phase diagram, figure 2.1. In the doping region

up to y ∼ 6.5, the TN curves of the different families are nearly parallel, where the

x = 0.1 family have the lowest value of TN , and the x = 0.4 is the highest. In the

superconductivity regime, y ∼ 6.9 to y ∼ 7.25, the families are still behaving in a

parallel order, with a shift between them, and the Tc of the x = 0.4 family is still

the highest one. On the boundary region, where we can not identify a Néel order

any more, and the superconductivity phenomena haven’t emerge yet, it is possible

to measure the Tg, which is the ”freezing” temperature, in which domains of spin

becomes spin-glass. Tg behave very similar to the TN .



Chapter 3

Theoretical review

The magnetic susceptibility χ0 is defined as the ratio between the magnetization and

H total
in , the total inner-sample field. For small enough applied magnetic fields the

magnetization will be a linear function of this field.

We work out the case where a sphere is not magnetized on its own, but the applied

current, and therefore field H, is causing it to be magnetized. We further assume that

as a result of the external field the material is magnetized in the same direction as

the external field. The magnetization M is proportional to the current in the surface

of the sphere. Therefore,

H total
in = H −DM

Where D is known as the magnetizing factor, and it has different values for different

geometries.

M = χ0H
total
in = χ0(H −DM)

so that

M =
χ0

1 + Dχ0

H

9
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where D = 4π
3

for a sphere. We define the measured susceptibility χdc by

χdc =
χ0

1 + Dχ0

.

For a needle like sample D = 0. We are interested in χ0, which is obtained using a

cylinder shaped sample. In this case D is reduces to a minimum value, as will be

shown later, and χdc ' χ0.

In our measurements we determine the temperature dependence of the suscepti-

bility χ0(T ). Because our materials are inhomogeneous and complicated, we expect

contributions from different origins to our signal. In what fallows we review few

known temperature dependent susceptibilities. It should be pointed out that in our

measurements at temperatures much higher than Tc of HTSC materials, we observed

increasing susceptibility with increasing temperatures, in agreement with previous

works [2][3]. The following sections aims at pointing out the conditions in which this

could occur.

3.1 Isolated spin susceptibility

According to Langevin paramagnetism equation, the susceptibility of a free spin in

the limit µBH/kBT ¿ 1 is given by

χ0 =
Nµ2

B

3kBT
=

C

T
. (3.1)

This result is known as the Curie law and C ≡ Nµ2/3kB is the Curie constant, N is

number of electron per unit volume. This susceptibility component is expected to be

dominant over all other contributions at low temperatures.
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3.2 Weakly coupled spins

Weak coupling is when the spins are coupled to each other with weak enough coupling

so that the temperature of the experiment could still be considered high compared to

the coupling energy. The experimental criteria for weak coupling is that T is much

larger than the freezing temperature, which for an antiferromagnet is called TN . In

this case the susceptibility is similar to the one of isolated spins but with a constant

added to the temperature, called Curie-Weiss temperature:

χ0 =
C

T + θ
. (3.2)

In a ferromagnet θ is negative. In an antiferromagnet θ is positive, namely, the

inverse susceptibility above TN is a linear function of T which crosses the χ−1
0 axis at

a positive value. Mean field theory based on the Hamiltonian

H =
∑

〈i,j〉
J ~Si · ~Sj (3.3)

Where the sum is over near neighbors localized spins, predicts the expression

θ =

[
2S(S + 1)

3KB

] ∑
i

ZiJi (3.4)

Where Z is the number of neighbors of a given atom, and J is the exchange integral.

3.3 Pauli spin susceptibility

One might expect that the conduction electrons in metals would give a Curie-type

paramagnetic contribution to the susceptibility like for free spins. However, Pauli

showed that the application of the Fermi-Dirac distribution gives a different result.

The Pauli spin susceptibility of the conduction electron is

χ0 = µ2
BD(εF ) (3.5)
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where D(εF ) is the density of state at Fermi energy. This term is independent of

temperature. This susceptibility component is expected to dominate at the high

range of the temperature, when the contributions from isolated or weakly coupled

component will fade out.

3.4 Landau susceptibility

By using Landau macroscopic theory, with the well known Hamiltonian:

Ĥ =
1

2m

(
−ı~∇− q

c
~A
)2

(3.6)

It is possible to conclude the susceptibility of electron’s sea in the condition ~ω ¿ kBT ¿ EF ,

when ~ω = ~e
mc

B ≈B=1T 10−4
eV ∼ 1K :

χL = −2
1

24π2

e2kF

mc2
(3.7)

This diamagnetic contribution is very small, and we neglect it in our experiment.

3.5 Core susceptibility

There are contribution to the susceptibility from the inner electrons of the atoms

known as the Van Vleck and Langevin susceptibilities. The Langevin susceptibility

emerges from the tendency of electrical charges partially to shield the interior of a

body from an applied magnetic field. This contribution is naturally diamagnetic. The

Van Vleck susceptibility stems from standard perturbation theory of the wavefunc-

tion ground state in a weak field. The Van Vleck susceptibility gives paramagnetic

contribution. These contribution are constants as the function of the temperature.

They are independent of the Fermi energy of the electrons, but do depend on chemical
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composition. It is customary to name these contributions as corr susceptibility and

to extract their value from chemical tables.

3.6 Strongly coupled spins susceptibility

It is impossible to exactly solve the susceptibility of Heisenberg spins on a 2D lattice

for all temperatures. Yet a lot of insight could be gained from solving just two coupled

spins. Consider the Heisenberg model given by the Hamiltonian:

H = J ~S1 · ~S2 − ~B( ~S1 + ~S2) (3.8)

in the appendixes we give in detail the exact solution, which leads to:

χ = lim
B→0

dM

dB
= β

[
e

βJ
2 cosh

(
βJ

2

)]−2

(3.9)

This function is shown in figure 3.1. It is noticeable that for strong coupled spins,

there is a region in which χ increases with increasing temperature. It should be added

that this conclusion is valid for even more complicated Hamiltonians, such as the 2D

Heisenberg model [4], and t− j model that can only be solved numerically.

3.7 Pseudogap

This section contains our interpretation of ARPES measurements in terms of sus-

ceptibility [5]. It is well-accepted that the pseudogap have an effect on the density

of states at Fermi energy. As discussed earlier this can affect the susceptibility via

the Pauli contribution. To account for Pauli χ0 one simply needs to count states at

the Fermi energy for a given value of T/T ∗ where T ∗ is the pseudogap temperature.

The contribution of states on the Fermi arc are denoted by χarc, and the left over
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states at the pseudogap region are marked by χPG. The length of the Fermi arc L is

proportional to T
T ? . Let’s take A(T ) to be the height of the ARPES spectral function

at the Fermi energy on this arc. This gives

χarc = A(T )
T

T ?
. (3.10)

According to the ARPES data, it is hard to express the spectral height as a function

of the temperature. We decided that it’s reasonable to take A(T ) ≈ Constant, in

our approximation. At the part which is pseudo-gaped there is still spectral weight

of height smaller also by factor T
T ? from A. The length of this pseodo-gaped part is

proportional to 1− T
T ? . Therefore,

χPG = A
T

T ?

(
1− T

T ?

)
. (3.11)

Since χ = χarc + χPG we expect

χ0 = A

(
2T

T ?
−

[
T

T ?

]2
)

. (3.12)

At T ≥ T ?, χ(T ) should saturate and become the usual Pauli susceptibility.

We concluded that as a consequence of the pseudogap, the susceptibility should

grow as T grows. Since A(T ) is not known, any function of T/T ∗ that grows from

zero and saturates at T/T ∗ = 1 could do for interpreting our measurements. As we

show later, the function:

χPG =
Const

cosh
(

T ?

T

) (3.13)

has the required properties and provide a good fit to the data. In figure 3.1 we show

graphically all the above types of susceptibilities: shrinking arcs, strong coupled spins

and the pseodogaped fitting function.
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Chapter 4

Experimental methods

4.1 The Measurement System

The measurements of this project were taken with the S600 SQUID SUSCEPTOME-

TER of CRYOGENIC LTD. The SQUID device is shielded by niobium can from

environmental magnetic noise and the stray field from the magnet. The pick up coils

are wound in a second order gradiometer configuration with only a few millimeters

separation between adjacent turns. This configuration is chosen to reject the field

from the surrounding magnet to typically 0.1% and hence de-sensitise the SQUID

to changes in signal associated with magnet field drift. The SQUID measures rela-

tive changes in magnetic flux and for this reason it is necessary to move the sample

through the coil set. This causes a screening current to flow in the flux transformer

circuit which opposes the resultant change in flux threading the pick up coils. This

current is proportional to the induced magnetic moment of the sample and is detected

by the SQUID via the input coil. The output from the SQUID electronics then gives

a voltage directly proportional to the signal detected at the SQUID sensor.

17
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4.2 The experimental Condition

One of the important parameters in our work is to compare the absolute value of

the susceptibility of different samples. For this purpose it was important to keep the

same measurement’s conditions for all the samples. We used the same sample holder,

the same magnetic fields, the same temperature sequence, and the same sample mass

(see below) for all the measurements. We repeated each measurement six times in

order to increase the signal to noise ratio. Finally, we measured the mass of each

sample accurately, and normalized the sample’s signal by it.

4.2.1 The sample’s mass

Although the signal is normalized by the mass, we tried to use the same mass for all

the samples. That’s because the mass effects the sample’s volume, and the volume

effects the magnetization factor. In order to make sure that this factor doesn’t effect

our mass scale, we measured the normalized signal as a function of the mass. This

measurement is presented in figure 4.1, and it is obvious that in samples with mass

which is heavier than m = 0.3gr, the magnetization factor isn’t effective, because the

signal is constant. In all our measurement we used m ' 0.8gr. Measurements with

mass bigger than that give roughly the same χ0. For this mass, the height to diameter

ratio of the sample shape is larger than 2, and the sample resembles a needle, where

the magnetization factor is zero.

4.2.2 The Magnetic Fields

In order to get a reasonable values of the susceptibility with a reasonable errors, we

tried different types of measurements. We scanned a number of fields to decide which
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Figure 4.1: The normalized susceptibility as function of mass at T=300K. Our
samples masses are in the rage of m = 0.80(3).

fields to use. We found that there is a small difference between the susceptibility

at the high and low fields, as shown in figure 4.2. Although it is customery to use

the low fields, according to the susceptibility definition, we used the higher fields.

That’s because in higher fields the magnetic signal is much clearer with much smaller

errors, and the magnetic effects that we expect to measure are at the resolution

limit of the system in small fields. Moreover, the evolution of the high and low

fields measurements is the same for different samples. So, it is fine to compere the

susceptibility of different samples, as long as we use the same range of fields for each

sample. We examined the influence of taking into account six fields at a small number

of temperatures versus taking the measurement at one field but at a large number

of temperatures. Of course, in the six fields method the susceptibility’s errors were

reduced at each temperature, but our ability to extract model parameters was better
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Figure 4.2: The magnetization as function of the field at T=300K. There is a
different between the susceptibility at the high and the low fields.

in the one field method. Thus, we set the magnetic field to H = 9.96kG, and scanned

large number of temperatures, for all the samples.

4.2.3 The measurement’s temperature

For each sample, we scan a full range of temperatures from 20K to 310K in steps

of 1K. The measurements, for all the samples, were taken with the same sequence.

First, cool-down to 20K, and then collecting the data while warming. Of-course, it

is important that the temperature will be stable during the SQUID scan, and close

to the ”set temperature”. This is achieved by setting a strict temperature stability

condition,dT
dt
≤ 0.0005[ K

min
], and a long waiting time before a measurement starts,

30Sec. Because we used the same sequence for every sample, we got approximately

the same temperatures in every scan. Our main interest in this work is the higher
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range of the temperatures. e.g, above Tc. Therefore, for the samples with Tc which

is higher than 20K, we collected it’s data from Tc up.
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Chapter 5

Experimental results

In figure 5.1 we present data from four sample of the x = 0.2 family with different

doping levels. The data contains several features. I) A zoom in on the high temper-

ature region of a single sample, figure 5.2, reveals an increasing of the susceptibility

with increasing temperatures. Although in this scale the T dependence at high T

seems pretty weak, on a smaller scale it looks much clearer, as will be shown in the

next chapter. II) All data sets show a Curie-Weiss type increase of the susceptibility

at low temperatures. III) As doping increases the absolute value of the susceptibility

at 300K increases.

The first observation is the most important one in this work. The arrows in

fig 5.2 mark the minimum of every sample’s susceptibility. There is a correlation

between this point and the doping level, and as the doping decreases the minimum

moves to higher temperatures. This correlation will lead us to a determination of

T ? as a function of the doping. The second observation is common to all samples.

The CW term could be a result of isolated spins, impurities, or spins on the chain

layer. However, it could also be part of a clean 2D layer with conducting coupled

23
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Figure 5.1: Raw data of four samples from the x = 0.2 family with a different
doping levels.
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Figure 5.2: Zooming on the raw data of the same four samples. the arrows are
pointing on the minimums.
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Figure 5.3: The susceptibility of all the samples at T = 299K.

electrons susceptibility. The third observation is also universal. In fact, we plot the

susceptibility of all the samples at T = 299 K in figure 5.3. This data was collected

by scanning the magnetization using six different fields, in order to get accurate result

at a fixed temperature. The susceptibility on this graph is increasing with doping,

probably due to the changes in the fermi level with the doping . These changes affect

the pauli susceptibility, as explained before.
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Chapter 6

Data analysis

In all cases where a clear minimum in the susceptibility was observed, namely, for

supercoducting samples, we fit the data to the three component function

χ0 =
C1

T + θ
+

C2

cosh(T ?

T
)

+ C3. (6.1)

It is most natural to relate C1 to the wight of an impurity related CW contribution,

C2 to the pseudo-gaped electrons, and C3 to free electrons (after cor susceptibility is

subtracted). As we explained before, there is no acceptable theory for the pseudogap

and no consensus about it’s contribution to χ0. We use the function C2 cosh−1(T ?

T
)

since it roughly behaves as one would expects from the density of states at the Fermi

level as determined by ARPES, and because it fits the data very well. It can be per-

ceived in figure 6.1 how well this function fits the data, and how clear the χ minimum

is. However, it is possible that the division of χ0 to impurities, pseudogap,and free

electron contribution is artificial, that there are no impurities contribution, and that

the susceptibility simply has two energy scales θ and T ?. We will be mostly interested

in these two parameters. As for the C’s which are determined by the fits, they are

found to behave smoothly and monotonically as a function of doping and family as

27
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Figure 6.1: The susceptibility raw data and fitting, with a ”zoom in” on the region
of the increasing susceptibility at high temperatures.

shown in the appendix. It is important to point out that we fitted the data without

any restriction, all the parameters are free during the fitting.



Chapter 7

Results and Discussion

As mentioned before we concentrate on the family and doping dependence of T ? and

θ. These parameters are the most reliable result of the fit, because they don’t depend

on base line shifts or changes in the absolute value of the susceptibility between

samples. The result of the other parameter are less relevant to this project, and will

be presented in the appendix.

7.1 T ?- The Pseudogap’s temperature

This parameter, depicted in figure 7.1, behaves like the well-known T ? measured by

other techniques on a variety of superconductors samples[6] [7]. This lovely result is

a strong support of our assumption that the increasing susceptibility with increasing

T is related to the Pseudogap physics. For comparison, we depict in fig 7.2 historical

results of T ?, for different compounds, and from different techniques [6]. T ? decreases,

approximately linearly, as a function of the doping.

In figure 7.1 we also see the family dependence of the pseudogap. At a first glance

29
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it looks like T ? has anti-correlation with Tmax
c or TN . The x = 0.4 family, which has

the highest Tmax
c and TN , has the lowest T ?. In the other extreme, the x = 0.1 family,

with its low Tmax
c and TN , has the highest T ?. However, this conclusion is reversed if

instead of plotting the T ? as a function of oxygen level, it is properly normalized and

plotted as a function of mobile hole concentration ∆Pm. ∆Pm is defined in two steps:

I) The chemical doping measured from optimum, ∆y = y0 − y, is defined for each

compound( y0 is the doping level at which Tc is at maximum). II) In order to make all

superconductor domes converge into a single dome, ∆y was multiplied by a different

constant K(x) for every family leading to the definition ∆pm = K(x)∆y. We used

K(x) = 0.76, 0.67, 0.54, 0.47 for x = 0.1, 0.2, 0.3, 0.4. The constant K(x) represents

the fact that not all the chemical holes turns into mobile holes on the Cu− O plans

and contributes to the superfluid density.

A previous result of our group was that in a plot of critical temperatures normal-

ized by Tmax
c vs. ∆pm, not only the Tc curves merge into one, but also the in-plane

Heisenberg coupling Jf . This coupling is extracted from TN by dividing out the con-

tribution from the out-of-plane coupling Jfα [8]. An implication of this scaling is

that Tmax
c ∝ Jf . We tried the same scaling on the T ?, and plot it in figure 7.3. The

scaling is NOT working very well this time. In contrast, if we change the temper-

ature normalization, and instead of using Tmax
c , we use Tmax

N (the maximum Nèel

temperature), we get a much better scaling ( figure 7.4).

This result bares important new information about the T ?. When we normalized

the temperature by Tmax
c we are actually normalizing by Jf . If the pseudogap was a

result of magnetic interaction between the spins in the planes (2D model) ONLY, this

should have lead to a good scaling. The faliure of the normalization by Tmax
c suggest

that the pseudogap is not a result of 2D magnetic interactions. When we normalized
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Figure 7.1: The Pseudogap’s temperature as a function of doping and families.

the temperature by Tmax
N , we are taking into the account the coupling between the

planes (3D model) as well. The sucsses of the normalization by TN implies T ? is

governed by 3D magnetic interaction.

7.2 θ-The paramagnetic Curie temperature

Although we didn’t expect to find any correlations in this parameter, we got an

interesting tendency (see fig7.5) which hints that θ has nothing to do with impurities.

In the antiferromagnetic region we found θ ∼ 0. As we go to higher doping levels this

magnetic energy scale increases. It is also clear that there are variations of θ between

the families. The x = 0.4 has the strongest θ, and the x = 0.1 the weakest. This

result is consistent with pervious findings of our group, namely, Tmax
c is correlated

with the magnetic energy scale. In fact, if we plot this parameter as a function of
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Figure 7.2: Variation of T ? with doping for La2−xSrxCuO4 as measured by various
probes. The full squares denote the temperature below which the Hall
coefficient has a rapid temperature dependence. The open circles refer
to maxima in the static susceptibility χ(T ). and the full circles the
temperature where the Knight shift starts to decrease. The triangles
refer to the temperature where there is a slope change in the dc
resistivity, the crosses infrared measurements of 1/τ suppression and the
horizontal lines to lower limits of infrared data.
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Figure 7.3: The Pseudogap’s temperature as a function of hole concentration and
families, normalized by Tmax
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Figure 7.5: The paramagnetic Curie temperature as a function of doping and
families.

∆Pm, we get very nice result as shown on figure 7.6. Once again we find that the

proper doping parameter is ∆Pm and not oxygen level y.
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Figure 7.6: The paramagnetic Curie temperature as a function of mobile hole
concentration and families.



Chapter 8

Summary

From the susceptibility measurement we succeeded to deduce T ? of several samples

from different families and doping levels. In figure 8.1 we plot the completed phase

diagram: Tc, TN , Tg and T ?.

Although there seems to be an opposite relation between Tc and T ? by compering

it between the families, when we scale the phase diagram to hole mobile concentration,

and normalize it by Tmax
N , we find that all the families merge to one another, as shown

in figure 8.2.

The Tc’s doesn’t merge as well as the other critical temperature. Because the

superconducting state is influence by 2D interaction, unlike the other states. Specially

the x = 0.1 family, that we know from previous results [8], has a much stronger

coupling between the planes than the other families. It was suppressing to find that

T ? is influenced by 3D magnetic interaction, and not 2D like Tc.
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Appendix A

Sample information

A.1 Sample Preparation

CLBLCO samples are prepared by solid state reaction. Raw powders are machine

milled and baked in air at 950oc for one day and re-grounded repeatedly 3 times.

Then the powder is pressed into pellets, and the pellets are sintered for 70h in flowing

oxygen at 960oc, and cooled at a rate of 10o/h. Different oxygen content is achieved

by oxygen reduction in a tube furnace in flowing oxygen at the right temperature.

The reduction temperature determines the oxygen doping level in the material. After

48h in the furnace the samples are quenched in liquid N2. Under a certain doping

level (about y=6.7), the reduction is made with flowing nitrogen instead of oxygen

(so that more oxygen can come out of the sample at a certain furnace temperature)

and quenched to room temperature.
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A.2 Samples Characterization

In this project we used 65 different samples. in order to confirm the quality of the

samples, we arranged a few test.

A.2.1 X-Ray

Each group of samples, that was made together (there are 8 groups), we scan with

X-Ray. According to a storage information about the material, we can confirm the

quality of the group. The resolution of the scan can inform us about the family of

the group, and about large deviations, if there are such deviations in the samples. in

figure A.1, there is one example of the X-Ray scan.

A.2.2 Iodometric Analysis

In this project it is important to know the oxygen content as precise as possible.

the X-Ray can’t give us that. Redox titrations proved to be the most reliable way

to measure the oxidation state of copper and thereby deduce the oxygen content

of the CLBLCO. An iodometric method involves two experiments. In Experiment

A, (CaxLa1−x)(Ba1.75−xLa0.25−x)Cu3Oy is dissolved in dilute acid, in which Cu3+ is

converted to Cu2+, and then we can measure the copper quantity .In Experiment B,

CLBLCO is dissolved in dilute acid containing I−. Each mole of Cu3+ produces 1 mole

of I−3 , and each mole of Cu2+ produces 0.5 mole of I−3 . And that is enough in order

to realize the relation between Cu3+ and Cu2+ in the sample. This method have

a big disadvantage, the double titrations increase the uncertainty. The iodometric

procedure give a precision in oxygen content of ±0.04 in the value of y, which is too

high for our work. But in order to calculate the copper’s content of the sample, we
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Figure A.1: X-Ray scan of x=0.4 sample.The red picks are the previous information
about CLBLCO.
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can use Experiment A. This result, together with the X-Ray, gives us control on the

sample’s quality.

As said, the sample is dissolved in dilute acid, for simplicity, we write the equations

for the formula (CaxLa1−x)(Ba1.75−xLa0.25−x)Cu3O7, but you could balance these

equations for y 6= 7.

(CaxLa1−x)(Ba1.75−xLa0.25−x)Cu3O7+
53

4
H+ −→ 5

4
La3++

(
7

4
− x

)
Ba2++xCa2++3Cu2++

53

8
H2O+

3

16
O2

(A.1)

The total copper content is measured by treatment with iodide

3C2+
u +

15

2
I− −→ CuI(s) +

3

2
I−3

And titration of the liberated triiodide with standard thiosulfate. Each mole of Cu

in CLBLCO is equivalent to 1 mole of S2O
2−
3 in the experiment.

A.2.3 Citrate-Complexed Copper Titration

Unlike the traditional iodometric analysis, this procedure directly measures Cu3+.

By that, the uncertainty is reduced to 6= 0.01, which is sufficient for us. The sample

is first dissolved in a closed container with 4.4M HBr, in which Cu3+ oxidizes Br−

to Br3−:

Cu3+ +
11

2
Br− −→ CuBr2−

4 +
1

2
Br−3 (A.2)

The solution is transferred to a vessel containing excess I−, excess citrate, and enough

NH3 to neutralize most of the acid. Cu2+ is complexed by citrate and is not further

reduced to CuI(s).The Br3 from the reaction oxidizes I− to I−3 :

Br−3 + 3I− −→ 3Br− + I−3 (A.3)



APPENDIX A. SAMPLE INFORMATION 42

And the I3 - is titrated with thiosulfate, as seen before. By that we can know the

quantity of Cu3+ in the sample, and therefor to estimate the oxygen content.



Appendix B

An exact solution to Heisenberg

model

As explained on the theoretical background, we said that the exact solution of Heizen-

berg model of two sites leads to increasing susceptibility as the function of the tem-

perature.

lets us consider Heizenberg model of two spins in two different sites. the hamilto-

nian:

H = J ~S1 · ~S2 − ~B( ~S1 + ~S2) (B.1)

lets start by concentrating on the first term

H1 = J( ~S1 · ~S2) = J(S1x · S2x + S1y · S2y + S1z · S2z) (B.2)

by using the relations:

S+ = Sx + iSy (B.3)

S− = Sx − iSy (B.4)

43



APPENDIX B. AN EXACT SOLUTION TO HEISENBERG MODEL44

we get

H1 = J

[
1

2
(S1+S2− + S1−S2+) + S1zS2z

]
(B.5)

in this case, there are four states on Hilbert space.

|S1z, S2z〉 = | ↑↑〉, | ↓↓〉, | ↑↓〉, | ↓↑〉 (B.6)

now we find the solution of each state by these well-known relations:

Sz|j, m〉 = m|j, m〉 (B.7)

S+|j, m〉 =
√

j(j + 1)−m(m + 1)|j, m + 1〉 (B.8)

S−|j, m〉 =
√

j(j + 1)−m(m− 1)|j, m− 1〉 (B.9)

S+| ↑〉 = 0 (B.10)

S−| ↓〉 = 0 (B.11)

and with placing j = 1
2
:

H1| ↑↑〉 =
1

4
J | ↑↑〉 (B.12)

H1| ↓↓〉 =
1

4
J | ↓↓〉 (B.13)

H1| ↑↓〉 = −1

4
J | ↑↓〉+

1

2
J | ↓↑〉 (B.14)

H1| ↓↑〉 = −1

4
J | ↓↑〉+

1

2
J | ↑↓〉 (B.15)

so, in this order of the states we will get the matrix:

H1 =
1

4
J




1

1

−1 2

2 −1




(B.16)
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and after diagonalize

H1 =




1
4
J

1
4
J

1
4
J

−3
4
J




(B.17)

with the eigenvectors

| ↑↑〉, | ↓↓〉, 1√
2

(| ↑↓〉+ | ↓↑〉) ,
1√
2

(| ↑↓〉 − | ↓↑〉) (B.18)

e.g.

(S, Sz) =





(1, 1) E = 1
4
J

(1,−1) E = 1
4
J

(1, 0) E = 1
4
J

(0, 0) E = −3
4
J

(B.19)

the first three terms are the triplet states, and the last one is the singlet. for J > 0,

the antiferromagnetism case, the singlet is the ground state.

on the second hamiltonian term, we will define ~B = Bẑ, so

H2 = − ~B( ~S1 + ~S2) = −B · Sztotal
= −B(S1z + S2z) (B.20)

this expression does not change the eigenvectors, because it is clear that [H1, H2] = 0.

H2 = −B




1

−1




(B.21)
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the hamiltonian

H = H1 + H2 =




1
4
J −B

1
4
J + B

1
4
J

−3
4
J




(1, 1)

(1,−1)

(1, 0)

(0, 0)

(B.22)

the partition function

Z =
∑

λ

e−βEλ = e−β( 1
4
J−B)+e−β( 1

4
J+B)+e−β 1

4
J+eβ 3

4
J = 2e−

1
4
βJ

[
cosh(βB) + e

βJ
2 cosh

(
βJ

2

)]

(B.23)

the eigenvalue of Sz

〈λ|Sz|λ〉 =





〈1, 1|Sz|1, 1〉 = 1

〈1,−1|Sz|1,−1〉 = −1

〈1, 0|Sz|1, 0〉 = 0

〈0, 0|Sz|0, 0〉 = 0

(B.24)

and this expression
∑

λ

〈λ|Sz|λ〉 e−βEλ = 2e−
βJ
4 sinh(βB) (B.25)

so the magnetization of these two sites is

M = 〈Sz〉 =

∑
λ 〈λ|Sz|λ〉 e−βEλ

Z
=

sinh(βB)[
cosh(βB) + e

βJ
2 cosh(βJ

2
)
] (B.26)

finally, the susceptibility

χ = lim
B→0

dM

dB
= β

[
e

βJ
2 cosh

(
βJ

2

)]−2

(B.27)

we plotted this function as the strong coupled spins function in fig 3.1



Appendix C

The fit’s parameters

in this work, our main interest is on the temperature energy scale, e.g. T ? and θ.

we now present the plots of the other parameters. the C1 parameter (figure C.1)

that can represent the number of free electors per unit cell, C2 (figure C.2) which

indicate about the pseudogap’s contribution to the susceptibility, and C3- the corr

susceptibility.
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Figure C.1: The parameter C1 as a function of doping and families
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Figure C.2: The parameter C2 as a function of doping and families
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Figure C.3: The parameter C3 as a function of doping and families
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,(spinglass) zipitqd zikekfd df`td idef .Tg oe`tiwd dxehxtnhl zgzn mihpbnd

dveawa eyrpy zencew zecear .jenp meniqa mikilen lr minbca mb zniiw ef df`t

lrd zkxrna miynzyn ep` eli`k ze`eeydl .Tg -e TN ,Tc oia mixywd z` ewca eply

lk jxe`l daivi ef zkxrn .(CLBLCO) (CaxLa1−x)(Ba1.75−xLa0.25+x)Cu3Oy :mikilen

mikxr xear `nbecl ,minbcd zxigaa dax zeyinb zxyt`n `id ok enk .Tc ly dnewrd

.Tc ly zeliawn zezyw ,ovngd fekixa iepiy ici lr ,lawl ozip Ca-d fekix ly mipey

oiay . 1000o 'tnha zelil ipy jyna La2O3-d z` yaiil yi dligz :minbcd zpkd ote`

it-lr miaaxrn yeaiid xg`l .xepzl mixifgne ,xnegd z` miaaxrn mixaey zelild ipy

-k .BallMill-a miynzyn ep` .ahid mixnegd z` miaaxrn .ievxd milwynd qgi

miqipkn mixnegd aeaxr xg`l .zilniqwn zexidna zewc 10-e ,5 zexidna zewc 5

dlil .miaaxrne mixaey , 920o-ipy dlil .miaaxrne mixaey , 900o-oey`x dlil :xepzl

d
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mipikn .mvnhvn mbcd lwyn dtixyd jildz seqa .miaaxrne mixaey , 945o-iyily

jildz z` miligzne .hltd owzd i"r mirawp dvigld znvere xnegd zenk .ugl ihlt

'tnhd z` mikinpn f`e ,zery 60 jynl 960o-l minngn dligz :ovng zxiee`a ,xehpiqd

-nbc eplaiw df jildz meiqa .xcgd zxehxtnhl cr (reayk) zihi`e zxwean dxeva

zigtdl mivex xy`k .mbca oevnigd znx z` zigtdl ozip .il`nihte` oevng mr mi

,dhren dxeva zigtdl mivex xy`ke .owpg zxiee`a Reduction mirvan zxkip dcina

xepzl eze` miqipkne , mepih`lt cicxa mbcd z` migipn .ovng zxie`a z`f mirvan

yi jildzd meiql .ievxd oevnigd jxr it-lr zrawp 'tnhd .ovng zxiee`a ,Reduction

.xcgd 'tnha aeviil cr owpg zxiee`a mbcd z` xi`ydle ,ilfep owpgl "upeew" rval

-xind weica mbcd ovngd zenk z` zrcl epl aeyg ef dceara :minbcd oeiti` jildz

ovngd zenk z` `evnl zpn-lr zixhnecei divxhiha ynzydl ozip mikilen-lra .ia

oeit`a aeyg df xhnxt .zinikd dgqepd it lr y xhnxtd df CLBLCO-a .xnega

wlg xnegd ly dkilen-lrd df`ta ik reci .jilen lrk eizepkz lr zeax rityne mbcd

z` wiqdl ozip Cu+3-d zenk itl .Cu+3,giky `ld avna `id CLBLCO-a zyegpdn

-e La+3, Ca+2 md meixade mephp`l ,meivl`wd ly migikyd miavnd .y-d ly ekxr

it lr f` ,Cu+2 avna dzid zyegpd lke dcina .Cu+3 -e Cu+2 md zyegp lye , Ba+2

orhne 13.25+ ly ipeihw orhn mr ,y = 6.625 -y milawn epid zinikd dgqepd oefi`

-hw xzei cer didz ovngd zenk ,Cu+ avnd xnega miiwe dcina .13.25− ly ipeip`

.dkilen-lrd df`tdn miwgxzn wx ep` ik xexa f`e ,dcigid `z zgqepa 6.625-n dp

zenkn Cu+3-d qgi it lr ,ok-m` .ziqgi xicpd Cu+3 meiw jixvn xnegd akxdy `"f

-icnd revial zevetpd zehiyd zg` .y-d jxr z` wiqdl ozip xnega zllekd zyegpd

miccene , Cu+3-l Cu+2-d lk z` mixinn dligz -eli` zecicn revia weica `id dc

-cen da xy` ztqep divxhih mirvan okn xg`le .xnega zllekd zyegpd zenk z`

ovngd zenk z` wiqdl ozip eli` mipezp ipyn ,xac ly eteqae .Cu+3-d z` wx mic

.Citrate − ComplexedCopperT itration `id zxg` dlirie dcngp dhiy .dcigid `za
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oexzi yi ef dhiyl .y-d z` miwiqn df oezpne , Cu+3-d z` zexiyi miccen ef dhiya

xzei jenp dly d`iby geeh ,miizy mewna zg` divxhih revia ly zegepd caln ,hlea

zenkl dcicn mirvany jka oexzi ok mb yi dpey`xd dhiyl ,z`f znerl .zizernyn

m` ze`xl ozip jk i"re ,mbcd zeki` zwicak ynyl dleki ef dcicn ,zllekd zyegpd

`z zgqepa feg`d z` m`ez epi` xnega zyegpd feg`e dcina .dkldk akxed mbcd

icin jenp e` deab feg`) mebt mbcd xy`k ,mzqd -on .mebt mbcd ik wiqdl yi ,dcigid

zhiy z` wx rval ievx k"ca okl .dtevnk didz `l mbca ovngd zenk ,(zyegp ly

z` mirvan ,dtevnd z` znled dpi` divxhihd z`vez m` wxe ,diipyd divxhihd

.dceard gtqpa riten eli` zehiy ly hxetn xe`iz .xzei zlaxeqnde dpey`xd dhiyd

dl` zecear .dpey ihpbn ceniv zlra mikilen lr ly dpey dgtyn deedn dpey x lk

:xywd miiwzn mizyegpd mikilen lray enibcd

Tc ∝ Jfns

mikilen lr ly dgtyn xear (zihpbn divw`xhpi`l) bxapfiid ly reaw `ed Jf xy`k

y jkl xexa ipeiqip xeyi` `vnp eply dveawa .jilen lrd orhnd i`yep zetitv `id ns-e

jilen lrl xarnd zxehxtnh Tmax
c oia divlxew yiy jkle dpezp dgtynl reaw `ed Jf

znxb`ic it lr .hpbnextihp`l xarnd zxehxtnh TN oial ,zilnihte` meniq znxa

jilen lrl xarn zxehxtnh zlra dgtynd ik ze`xl ozip CLBLCO-d ly zef`td

-nh zlra dgtynd mb `id ,xzei lecb Jf mb okle ,xzei dlecb Tmax
c ilnihte` meniqa

lcadl daiqd ik epgpd eli` ze`vezn .xzei dlecb TN hpbnextihp`l xarn zxehxt

-dn `le zegtynd oia Jfa lcaddn raep CLBLCO ly zepeyd zegtynd oia Tmax
c a

.ilnihte` meniqa orhnd i`yep xtqna lcad

akxen df xhnepbn . SQUID xhnepbn zxfra zeiliaihtqeq epccn df hwiiexta
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cecnl xyt`n df owzd .liawna mixaegnd oeqtfe'b iznv ipy liknd jilen lr owzdn

lceba helyl mileki ep` df xhnepbna .xzeia dyibx divelefxa miihpbn zecya miiepiy

znvra dcya eply zecicnd lk z` eprvia .dcicnd zxehxtnhae ,ipevigd ihpbnd dcyd

.xcgd zxehxtnh cre oieelw zelrn mixyrn zexehxtnhd megz z` epwxqe ,dlqh cg`

.mipeyd minbcd lkle ,zecicnd lka xyt`d lkk minec mi`pz lr xenyl epctwd

"t`bece`qt"l "zilnxepd" df`tdn xarnd zxehxtnh z` wiqdl epglvd ef dceara

-nhl jenqa dibxp`d xrt gztp mda xy` "milibx" lr ikilenl cebipa .(Pseudogap)

ligzny `vnp zedeab zexehxtnha mikilen lra ,Tc ,zekilen lrl zihixwd dxehxt

dkenp meniq znx ilra minbca .xzei zedeab zexehxtnha xak dibxp` xrt gztidl

-pil aexiwa ,zcxei ef dxehxtnh meniqd ziilr mre ,xzeia ddeabd `id ef dxehxtnh

oeeikn .T ? dpekn ef dxehxtnh .il`nihte`d meniql jenqa il`nipind dkxrl cr ,ix`i

-xtnh jxr z` iaxin weica xicbdle oigadl dyw ,xexae cg epi` df zef`t xarny

,dler zeiliaihtqeqd zedeab zexehxtnha ik ep`vn zeiliaihtqeqd zecicna .ef dxeh

-xtnha mi`vnp ep` xy`k .dreaw x`yiz zeiliaihtqeqdy dtevnd d`vezl cebipa

ixiw zepexwr t"r zeiliaihtqeqd ziilrl minxeb miiytegd mipitqd , zekenp zexeh

e`cpl zeiaihtqeq t"r ,dreaw zeiliaihtqeql mitvn ep` zedeabd zexehxtnhae .qiie

ly menipind zcewpy oigadl ozip .t`bece`qtl dxeyw ef drtezy migipn ep` .ile`te

z` epxcbd .mbcd ly meniqd zivwpetk mipzyn ,dixg` dilrd retiye zeiliaihtqeqd

-icnd ze`vez ipezpl xzeia dni`znd (fit) dnbn zivwpet zxfra xarnd zxehxtnh

-ece`qt xai`e reaw xai` ,qiie-ixiw xai` :mixai` dyely mpyi ef divwpeta .dc

zpiievnd dn`zdd awr xwira ,zileaxtid divwpetn akxen t`bece`qtd xai` .t`b

-pet oiicr oi` ,dnecnd xrtl zqqean dixe`iz oiicr oi`y oeeikn .ieqipd ipezpl dly

z` ef jxcn eplaw ok`e .dxehxtnha zelzk zeiliahtqeqd zebdpzdl znkqn divw

jke zegtynd lkl eli` zecicn eprva .meniqd ziivwpetk T ? ly drecid zebdpzdd
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Tc -l T ? oia divlxew e`vnl epiqip xy`k .zkxrnd ly zllekd ze`td znxb`icl eprbd

epwca xy`k j` .mlyen epi` el` zeihixw zexehxtnhl zegtynd oia dn`zddy epilib

.c`n daeh dn`zd ep`vn TN -l T ? oia divlxewd z`

-nin zlz zeihpbn zeivwxhpi`n raep dnecnd xrtd xewny `ed df ielibn dpwqnd

okle xrtd lr rityn mixeyind oia ihpbnd cenivd mby zxne` z`f ,TN -a enk zeic

,zeicnin ec zeivwxhi`n wx zrtyeny zkilen lrd df`ta znerl z`f .T ?-d lr mb

zencewd zepwqnd z` zewfgn mb ef dcear ze`vez .mixeyind jeza miihpbnd zegekd

zekilen lrd oepbpna zeihpbnd zeivwxhpi`d zeaiygl rbepa eply xwgnd zveaw ly

.zedeab zexehxtnha


