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Quantum symmetry 
breaking : 

Observation of a scale 
anomaly in graphene 

!

UBC, Vancouver, August 2017

Eric Akkermans 



• Continuous vs. Discrete Scale Symmetry - a 
geometric tale.	

• The        - potential and                       : spectrum, 
universality and RG ideas.	

• Dirac + Coulomb : do we know everything ? The 
graphene approach.	

• An experimental surprise and a detour by Efimov 
physics.
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Continuous vs. discrete scale symmetry	
!
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Homogeneous string  (uniform mass per unit length)

M L( )∝ L2
d = 2

M L( )∝ Ld
spatial dimension

⇒

Expect : d = 1 m L( ) m L( )∝ L
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Homogeneous string  (uniform mass per unit length)

d = 2

spatial dimension

⇒

Expect : d = 1 m L( ) m L( )∝ L

m L( )∝ L2

m L( )∝ Ld
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Homogeneous string  (uniform mass per unit length)

∀ a,b( )

m 2L( ) = 2 m L( )

∀b a( )∈!

How to obtain this result ?

L L
m 3L( ) = 3m L( )

or more generally, m aL( ) = b m L( )

Expect : d = 1 m L( ) m L( )∝ L
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Homogeneous string  (uniform mass per unit length)

∀ a,b( )

m 2L( ) = 2 m L( )

How to obtain this result ?

L L
m 3L( ) = 3m L( )

or more generally, m aL( ) = b m L( ) ∀a∈!

Expect : d = 1 m L( ) m L( )∝ L
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Continuous scale invariance (CSI)

Scaling relation: f a x( ) = b f x( )

General solution (by direct inspection) f x( ) = C xα

Power laws are signature of scale invariance

α = lnb
lnawith (does not need to be an integer)

If this relation is satisfied for all       and            , the system 
has a continuous scale invariance (CSI). 

a b(a)
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Continuous scale invariance (CSI)

Scaling relation: f a x( ) = b f x( )

General solution (by direct inspection) f x( ) = C xα

Power laws are signature of scale invariance

α = lnb
lnawith

If this relation is satisfied for all       and            , the system 
has a continuous scale invariance (CSI). 

a b(a)

Discrete scale invariance (DSI)

f a x( ) = b f x( ), with fixed a,b( )

discrete scale invariance is a weaker version of scale 
invariance, i.e.,



Iterative lattice structures (fractals)

Fractals are self-similar objects

n →∞

! !!
!

! !!!!

! !!!
!!

Figure: Diamond fractals, non-p.c.f., but finitely ramified

Triadic Cantor set

Diamond lattice

Sierpinski gasket
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Fractal    ↔    Self-similar

Discrete scaling symmetry
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The Cantor set

The mass density observed after a 	
magnification by a factor 3 is 

L

Alternatively, define the mass density              of the Cantor setm L( )

M n = 2n M

Ln = 3n L

lnM n

lnLn
n→∞⎯ →⎯⎯ dh =

ln2
ln 3

2 m L( ) =m 3L( )
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Relation between the different cases :

a,b( ) = 3,2( )

a,b( ) = 2,3( )

d = 1

d = 2

∀ a,b( )

Both satisfy                              but with fixed                              
for the fractals.

f a x( ) = b f x( ) a,b( )

m 3L( ) = 2 m L( )

m 2L( ) = 2 m L( )

m 2L( ) = 3m L( )

∀b a( )∈!

Cantor set Euclidean lattice
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Relation between the two cases : discrete vs. continuous

a,b( ) = 3,2( )

a,b( ) = 2,3( )

d = 1

d = 2

∀ a,b( )

Both satisfy                              but with fixed                              
for the fractals.

f a x( ) = b f x( ) a,b( )

m 3L( ) = 2 m L( )

m 2L( ) = 2 m L( )

m 2L( ) = 3m L( )

∀b a( )∈!
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Continuous vs. discrete scale invariance

f a x( ) = b f x( )

General solution (by direct inspection)

f x( ) = C xα

α = lnb
lnawith

If satisfied                    (CSI),∀b a( )∈!

(CSI vs. DSI)

If satisfied                            (DSI),f a x( ) = b f x( ), with fixed a,b( )
whose general solution is

f x( ) = xα G ln x
lna

⎛
⎝⎜

⎞
⎠⎟

G u +1( ) = G u( )where                           is a 	
periodic function of period unity
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Continuous vs. discrete scale invariance

f a x( ) = b f x( )

General solution :
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Continuous vs. discrete scale invariance

f a x( ) = b f x( )

General solution :

f x( ) = C xα

α = lnb
lnawith

If satisfied                    (CSI),∀b a( )∈!

(CSI vs. DSI)

If satisfied                            (DSI),f a x( ) = b f x( ), with fixed a,b( )

f x( ) = xα G ln x
lna

⎛
⎝⎜

⎞
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G u +1( ) = G u( )where                           is a 	
periodic function of period unity

Break CSI into DSI ?

General solution :
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Continuous vs. discrete scale invariance

f a x( ) = b f x( )

General solution (by direct inspection)

f x( ) = C xα

If satisfied                    (CSI),∀b a( )∈!

(CSI vs. DSI)

If satisfied                            (DSI),f a x( ) = b f x( ), with fixed a,b( )

f x( ) = xα G ln x
lna

⎛
⎝⎜

⎞
⎠⎟

G u +1( ) = G u( )where                           is a 	
periodic function of period unity

Break CSI into DSI ?

General solution is

Claim :  breaking of CSI into DSI occurs at the quantum level : 
quantum phase transition (scale anomaly)



Part 2

A simple example of continuous 	
scale invariance in quantum physics	

 



Redefining

3 Schrödinger equation in a potential V (r) = ≠ ›
r2

3.1 Introduction

In quantum mechanics, two particles interacting by means of a spherically symmetric inverse squared potential

in d space dimensions (d ”= 1) obey the radial Schrödinger equation (~ = 1)

3
d2

dr2

+ d ≠ 1
r

d

dr
≠ l(l + d ≠ 2)

r2

4
Â (r) + 2µ›

r2

Â (r) = k2Â (r) (3.1)

where µ is the reduced mass, l is the orbital angular momentum and Â (r) is the radial part of the total wave

function. We look for bound state solutions k2 = ≠2µE. By using

’ = 2µ› ≠ l(l + d ≠ 2), (3.2)

(3.1) reduces to

ÂÕÕ (r) + d ≠ 1
r

ÂÕ (r) + ’

r2

Â (r) = k2Â (r) . (3.3)

This equation displays unexpected behavior which di�ers from an Hermitian Hamiltonian eigenvalue problem

(such as the hydrogen atom or harmonic oscillator). First, note that ’ is the only parameter in the problem

and it is dimensionless. This raises the question of existence of a characteristic energy scale to express the

eigenvalues kn. This absence of characteristic scale can be expressed as the invariance of (3.3) under the

scale transformation r æ ⁄r, k æ 1

⁄ k. In other words, to every normalizable wave function Â (r, k) solution

of (3.3), corresponding a family of wave function Â (⁄r, k) of energy (⁄k)2 for all ⁄ œ R solution of

3
d2

dr2

+ d ≠ 1
r

d

dr
+ ’

r2

4
Â (⁄r, k) = (⁄k)2 Â (⁄r, k) .

Therefore, if it exists one bound state then there is a continuum (and not a discrete set) of related bound

states. This result is related to the non self adjointness of the corresponding Hamiltonian over the space of

square integrable functions L
2

. This is not property is not specific to the inverse squared potential. This

includes, potentials with higher order singularity [2,3] V (r) ≥ 1

rn , n Ø 3, and other examples [4]. There is

a standard way of dealing with this absence of self-adjointness. By adding further restrictions on the space on

which Ĥ operates, it can be shown that it is always possible to define a family of new operators Ĥ◊ associated

to Ĥ and self - adjoint. These restrictions appear in the form of boundary conditions specific to each new

operator Ĥ◊. The operators Ĥ◊, have the same formal expression but operate in a new space (L
2

restricted

by the corresponding boundary conditions). They are called ’self-adjoint extension’ of Ĥ [5], as discussed in

5

is the orbital angular momentum and l ! = 1

An illustration of continuous scale invariance in 
(simple) quantum mechanics

d 2

dr2 +
d −1

r
d
dr

−
l l + d − 2( )

r2

⎛
⎝⎜

⎞
⎠⎟
ψ r( )+ 2µξ

r2 ψ r( ) = k2ψ r( )

!
                       equation for a particle of mass     in d-dimensions 	
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to Ĥ and self - adjoint. These restrictions appear in the form of boundary conditions specific to each new

operator Ĥ◊. The operators Ĥ◊, have the same formal expression but operate in a new space (L
2

restricted

by the corresponding boundary conditions). They are called ’self-adjoint extension’ of Ĥ [5], as discussed in
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to Ĥ and self - adjoint. These restrictions appear in the form of boundary conditions specific to each new
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Consequence: Schrodinger eq. displays continuous scale invariance, i.e., 
it is invariant under the transformation:

The only parameter     in the problem is dimensionless : no characteristic 
length (energy) scale, e.g. Bohr radius                for the Coulomb potential.a0 = !

2

µe2

ζ

r →λr

k → 1
λ

k

⎧

⎨
⎪

⎩
⎪

To every normalisable wave function             sol. of the Schr. eq.	
corresponds a family of wave functions               of energy          ,               ∀λ ∈!

ψ r,k( )
ψ λr,k( ) λk( )2

solution of
d 2

dr2 +
d −1

r
d
dr

+ ζ
r2

⎛
⎝⎜

⎞
⎠⎟
ψ λr,k( ) = λk( )2ψ λr,k( )

′′ψ r( )+ d −1
r

′ψ r( )+ ζ
r2ψ r( ) = k2ψ r( )
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The existence of one bound state 	

implies those of a continuum of related bound 

states. No ground state. Problem !



It is a problem, but a well known (textbook) one. 

r → 0

It results essentially from :	
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• the ill-defined behaviour of the potential                           

for             	
!

• the absence of characteristic length/energy.
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in d space dimensions (d ”= 1) obey the radial Schrödinger equation (~ = 1)
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+ d ≠ 1
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dr
≠ l(l + d ≠ 2)

r2

4
Â (r) + 2µ›

r2

Â (r) = k2Â (r) (3.1)

where µ is the reduced mass, l is the orbital angular momentum and Â (r) is the radial part of the total wave

function. We look for bound state solutions k2 = ≠2µE. By using

’ = 2µ› ≠ l(l + d ≠ 2), (3.2)

(3.1) reduces to

ÂÕÕ (r) + d ≠ 1
r

ÂÕ (r) + ’

r2

Â (r) = k2Â (r) . (3.3)

This equation displays unexpected behavior which di�ers from an Hermitian Hamiltonian eigenvalue problem

(such as the hydrogen atom or harmonic oscillator). First, note that ’ is the only parameter in the problem

and it is dimensionless. This raises the question of existence of a characteristic energy scale to express the

eigenvalues kn. This absence of characteristic scale can be expressed as the invariance of (3.3) under the

scale transformation r æ ⁄r, k æ 1

⁄ k. In other words, to every normalizable wave function Â (r, k) solution

of (3.3), corresponding a family of wave function Â (⁄r, k) of energy (⁄k)2 for all ⁄ œ R solution of
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+ d ≠ 1
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Therefore, if it exists one bound state then there is a continuum (and not a discrete set) of related bound

states. This result is related to the non self adjointness of the corresponding Hamiltonian over the space of

square integrable functions L
2

. This is not property is not specific to the inverse squared potential. This

includes, potentials with higher order singularity [2,3] V (r) ≥ 1

rn , n Ø 3, and other examples [4]. There is

a standard way of dealing with this absence of self-adjointness. By adding further restrictions on the space on

which Ĥ operates, it can be shown that it is always possible to define a family of new operators Ĥ◊ associated

to Ĥ and self - adjoint. These restrictions appear in the form of boundary conditions specific to each new

operator Ĥ◊. The operators Ĥ◊, have the same formal expression but operate in a new space (L
2

restricted

by the corresponding boundary conditions). They are called ’self-adjoint extension’ of Ĥ [5], as discussed in

5

Technically : non hermitian (self-adjoint) Hamiltonian. 
To cure it : need to properly define boundary conditions 

(somewhere)



Any type of boundary conditions needed to find a 	
well defined hermitian Hamiltonian break CSI.

Outline of the main results
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Exact expression is not important .
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Problem becomes well-defined :
• characteristic length 
• continuity of      and      at       (boundary condition)     

L0

ψ ′ψ L0

L0
′ψ L0( )

ψ L0( ) ≡ g L0( )

⇒ energy spectrum

Outline of the main results



ζ = 2µξ − l l + d − 2( )

• It exists a singular value ζ cr =
d − 2( )2

4

At low enough energies              ,the spectrum has a “universal” 
behaviour. 

E ! 0( )

• It depends on the parameter

How the energy spectrum looks like ?
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A quantum phase transition
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A quantum phase transition
It exists a singular value ζ cr =

d − 2( )2

4

universal Efimov spectrum
V (r)

r
V (r)

0
E L0 →∞( ) = 0

λE = 0 ∀λ

En ; n ∈!{ }→ λEn ; n ∈!{ } = En+1 ; n ∈!{ } = En ; n ∈!{ }

ζ cr
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L0 →∞Take the limit 
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continuous scale invariance (CSI) 
but trivial : 

is fixed :  

        discrete scale invariance (DSI)
λ ≡ e

− π
ζ −ζ cr

En = − ε0 e
− πn

ζ −ζ cr



 Universal Efimov energy spectrum	

En = −ε0e
− πn

ζ −ζ cr ≡ −ε0 λ
n

Non universal energy parameter



• The Efimov spectrum is invariant under a discrete scaling w.r.t. the 
parameter :

ζ = 2µξ − l l + d − 2( )whereλ ≡ e
− π

ζ −ζ cr

ζ cr =
d − 2( )2

4

En = −ε0e
− πn

ζ −ζ cr ≡ −ε0 λ
n

 Universal Efimov energy spectrum	



• The Efimov spectrum is invariant under a discrete scaling w.r.t. the 
parameter :

ζ = 2µξ − l l + d − 2( )where

En =− ε0 e
−πn
Λ ≡ −ε0 λ

n

λ ≡ e
− π

ζ −ζ cr

• Density of states ρ E( ) = δ E − En( )
n∈!
∑

ρ λ 2 E( ) =2µ δ λ 2 k2 − kn
2( )

n∈!
∑ ="=λ−2 ρ E( )

ρ E( ) = 1
E

G ln E
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⎛
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⎞
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G u +1( ) = G u( )where so that

 Universal Efimov energy spectrum	



• The Efimov spectrum is invariant under a discrete scaling w.r.t. the 
parameter :

ζ = 2µξ − l l + d − 2( )where

En =− ε0 e
−πn
Λ ≡ −ε0 λ

n

λ ≡ e
− π

ζ −ζ cr

• Density of states ρ E( ) = δ E − En( )
n∈!
∑

ρ λ 2 E( ) =2µ δ λ 2 k2 − kn
2( )

n∈!
∑ ="=λ−2 ρ E( )

ρ E( ) = 1
E

G ln E
lnλ

⎛
⎝⎜

⎞
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G u +1( ) = G u( )where so that

 Universal Efimov energy spectrum	

f a x( ) = b f x( )

If satisfied                            (DSI),f a x( ) = b f x( ), with fixed a,b( )

f x( ) = xα G ln x
lna

⎛
⎝⎜

⎞
⎠⎟

G u +1( ) = G u( )where                           is a 	
periodic function of period unity

General solution is



 The same problem 	
from another point of view	

 



Renormalisation group (RG) and limit cycles

Why ?

• It provides another (more physical ?) point of view 	
    on the                      problem.	
!
• It allows to insert that problem in a broader perspective.	
!
• including other physical problems.                                     

3 Schrödinger equation in a potential V (r) = ≠ ›
r2

3.1 Introduction

In quantum mechanics, two particles interacting by means of a spherically symmetric inverse squared potential

in d space dimensions (d ”= 1) obey the radial Schrödinger equation (~ = 1)

3
d2

dr2

+ d ≠ 1
r

d

dr
≠ l(l + d ≠ 2)

r2

4
Â (r) + 2µ›

r2

Â (r) = k2Â (r) (3.1)

where µ is the reduced mass, l is the orbital angular momentum and Â (r) is the radial part of the total wave

function. We look for bound state solutions k2 = ≠2µE. By using

’ = 2µ› ≠ l(l + d ≠ 2), (3.2)

(3.1) reduces to

ÂÕÕ (r) + d ≠ 1
r

ÂÕ (r) + ’

r2

Â (r) = k2Â (r) . (3.3)

This equation displays unexpected behavior which di�ers from an Hermitian Hamiltonian eigenvalue problem

(such as the hydrogen atom or harmonic oscillator). First, note that ’ is the only parameter in the problem

and it is dimensionless. This raises the question of existence of a characteristic energy scale to express the

eigenvalues kn. This absence of characteristic scale can be expressed as the invariance of (3.3) under the

scale transformation r æ ⁄r, k æ 1

⁄ k. In other words, to every normalizable wave function Â (r, k) solution

of (3.3), corresponding a family of wave function Â (⁄r, k) of energy (⁄k)2 for all ⁄ œ R solution of

3
d2

dr2

+ d ≠ 1
r

d

dr
+ ’

r2

4
Â (⁄r, k) = (⁄k)2 Â (⁄r, k) .

Therefore, if it exists one bound state then there is a continuum (and not a discrete set) of related bound

states. This result is related to the non self adjointness of the corresponding Hamiltonian over the space of

square integrable functions L
2

. This is not property is not specific to the inverse squared potential. This

includes, potentials with higher order singularity [2,3] V (r) ≥ 1

rn , n Ø 3, and other examples [4]. There is

a standard way of dealing with this absence of self-adjointness. By adding further restrictions on the space on

which Ĥ operates, it can be shown that it is always possible to define a family of new operators Ĥ◊ associated

to Ĥ and self - adjoint. These restrictions appear in the form of boundary conditions specific to each new

operator Ĥ◊. The operators Ĥ◊, have the same formal expression but operate in a new space (L
2

restricted

by the corresponding boundary conditions). They are called ’self-adjoint extension’ of Ĥ [5], as discussed in

5

It is interesting to re-phrase the previous problem using the	
language of RG transformations. 
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Renormalisation group (RG) and limit cycles

Why ?

• Provides another (more physical ?) point of view 	
    on the                      problem.	
!
• Insert that problem in a broader perspective.	
!
• Connects to other physical problems.                                     
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in d space dimensions (d ”= 1) obey the radial Schrödinger equation (~ = 1)
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2
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r → 0

As we saw, the problem of the potential                    results from	

•  its behaviour for            	

•  absence of characteristic length.
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5



V (r)

r0

V>(r) = − ξ
r2

V< r( )

L

L ′ψ L( )
ψ L( ) ≡ g L( )

Problem becomes well-defined :
• characteristic length 
• continuity of      and      at           ψ ′ψ

⇒ energy spectrum

L
L

r → 0

As we saw, the problem of the potential                    results from	

•  its behaviour for            	

•  absence of characteristic length.

3 Schrödinger equation in a potential V (r) = ≠ ›
r2

3.1 Introduction

In quantum mechanics, two particles interacting by means of a spherically symmetric inverse squared potential

in d space dimensions (d ”= 1) obey the radial Schrödinger equation (~ = 1)

3
d2

dr2

+ d ≠ 1
r

d

dr
≠ l(l + d ≠ 2)

r2

4
Â (r) + 2µ›

r2

Â (r) = k2Â (r) (3.1)

where µ is the reduced mass, l is the orbital angular momentum and Â (r) is the radial part of the total wave

function. We look for bound state solutions k2 = ≠2µE. By using

’ = 2µ› ≠ l(l + d ≠ 2), (3.2)

(3.1) reduces to

ÂÕÕ (r) + d ≠ 1
r

ÂÕ (r) + ’

r2

Â (r) = k2Â (r) . (3.3)

This equation displays unexpected behavior which di�ers from an Hermitian Hamiltonian eigenvalue problem

(such as the hydrogen atom or harmonic oscillator). First, note that ’ is the only parameter in the problem

and it is dimensionless. This raises the question of existence of a characteristic energy scale to express the

eigenvalues kn. This absence of characteristic scale can be expressed as the invariance of (3.3) under the

scale transformation r æ ⁄r, k æ 1

⁄ k. In other words, to every normalizable wave function Â (r, k) solution

of (3.3), corresponding a family of wave function Â (⁄r, k) of energy (⁄k)2 for all ⁄ œ R solution of

3
d2

dr2

+ d ≠ 1
r

d

dr
+ ’

r2

4
Â (⁄r, k) = (⁄k)2 Â (⁄r, k) .

Therefore, if it exists one bound state then there is a continuum (and not a discrete set) of related bound

states. This result is related to the non self adjointness of the corresponding Hamiltonian over the space of

square integrable functions L
2

. This is not property is not specific to the inverse squared potential. This

includes, potentials with higher order singularity [2,3] V (r) ≥ 1

rn , n Ø 3, and other examples [4]. There is

a standard way of dealing with this absence of self-adjointness. By adding further restrictions on the space on
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⎨
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L
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L, ξ L( ), g L( )( )so that now, 
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Those are the renormalisation group (RG) equations.
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For ζ >ζ cr
β g( ) = ∂g

∂ln L
= − g − g+( ) g − g−( )

The solution for          is a limit cycle. g L( )

Figure 4.2: The boundary condition g (L) as a function of ln(L/L
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equation give rise to two fixed solutions that get closer for an increasing ’, merge and vanish as the value of ’

exceeds ’cr. In what follows, we show that the massless Dirac equation with an attractive Coulomb potential

V (r) = ≠ ›
r , › © Z–

i
dÿ

µ=0

“µ (ˆµ + ieAµ) � (x‹) = 0 (4.15)

also exhibits limit cycle behavior through the same mechanism of merging of the two fixed points. We will

describe this using a similar RG formulation. Recently, a similar result was obtained by introducing an

explicit short range constant regulating potential and renormalizing it’s coupling [31] .

Although the Dirac and Schrodinger Hamiltonians expressed in (4.15) and (4.1) are very di�erent operators

they both share two similar properties. The first one, resulting from the power law form of the potentials

that matches the order of the di�erential operator in each Hamiltonian, is that both eigenvalue equations

are continuously scale invariant. The second property, arising from the singularity of the interaction is that

both Hamiltonians are not self-adjoint over the standard space of square-integrable function on 0 Æ r < Œ.

However, self adjoint extensions of the Hamiltonians can be found by imposing a boundary condition at

r = 0 [5]. For both Hamiltonians, the asymptotic behavior of the wave functions near the origin transforms

from a power-law in the low coupling regime to complex power law (log-periodic) in the high coupling regime.

This indicates that the continuous scale symmetry is spontaneously broken into a discrete scale symmetry.

The problem of a relativistic electron in a ’supercritical’ Coulomb potential give rise to ’atomic collapse’, a

fundamental phenomenon in quantum electrodynamics predicted long ago [32–34]. In the supercritical regime,

previously stable atomic bound states collapse into the positronic continuum (’Dirac sea’). Embedded in this

continuum of states the previously empty bound state will be occupied by an electron thereby producing a

17

The cycle completes a period for every L →e
−π
ζ −ζ cr L
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universal Efimov spectrum
V (r)

r

En ; n ∈!{ }→ λEn ; n ∈!{ } = En+1 ; n ∈!{ } = En ; n ∈!{ }

is fixed :  

        discrete scale invariance (DSI)
λ ≡ e

− π
ζ −ζ cr

En = − ε0 e
− πn

ζ −ζ cr
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Breaking of  CSI into DSI  is now interpreted as 	
a transition of the RG flow from a stable fixed point 	

into the emergence of limit cycle solutions. 

stable unstable 

limit cycle solutions



Part 4

!

Dirac equation + Coulomb :	
Do we know everything ?	
The graphene approach
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These two problems share the same continuous scale invariance 	
(CSI). 

Coulomb potential e A0 =V r( ) = − ξ
r

, ξ ≡ Zα

Ai = 0, i = 1,…,d



fine 
structure 
constant 

Dirac equation + Coulomb potential
Continuous scale invariance (CSI) of the Hamiltonian : 

Ĥ = − !
2

2µ
Δ − ξ

r2

A immediate question : What about the Dirac eq. with a Coulomb potential ?

Dirac eq.                                                is linear with momentum and    

Figure 4.2: The boundary condition g (L) as a function of ln(L/L
0

) where � © arctan
1

g
0

≠ 2≠d
2

�

2
.

equation give rise to two fixed solutions that get closer for an increasing ’, merge and vanish as the value of ’

exceeds ’cr. In what follows, we show that the massless Dirac equation with an attractive Coulomb potential

V (r) = ≠ ›
r , › © Z–

i
dÿ

µ=0

“µ (ˆµ + ieAµ) � (x‹) = 0 (4.15)

also exhibits limit cycle behavior through the same mechanism of merging of the two fixed points. We will

describe this using a similar RG formulation. Recently, a similar result was obtained by introducing an

explicit short range constant regulating potential and renormalizing it’s coupling [31] .

Although the Dirac and Schrodinger Hamiltonians expressed in (4.15) and (4.1) are very di�erent operators

they both share two similar properties. The first one, resulting from the power law form of the potentials

that matches the order of the di�erential operator in each Hamiltonian, is that both eigenvalue equations

are continuously scale invariant. The second property, arising from the singularity of the interaction is that

both Hamiltonians are not self-adjoint over the standard space of square-integrable function on 0 Æ r < Œ.

However, self adjoint extensions of the Hamiltonians can be found by imposing a boundary condition at

r = 0 [5]. For both Hamiltonians, the asymptotic behavior of the wave functions near the origin transforms

from a power-law in the low coupling regime to complex power law (log-periodic) in the high coupling regime.

This indicates that the continuous scale symmetry is spontaneously broken into a discrete scale symmetry.

The problem of a relativistic electron in a ’supercritical’ Coulomb potential give rise to ’atomic collapse’, a

fundamental phenomenon in quantum electrodynamics predicted long ago [32–34]. In the supercritical regime,

previously stable atomic bound states collapse into the positronic continuum (’Dirac sea’). Embedded in this

continuum of states the previously empty bound state will be occupied by an electron thereby producing a

17

These two problems share the same continuous scale invariance 	
(CSI). 

Coulomb potential e A0 =V r( ) = − ξ
r

, ξ ≡ Zα

Ai = 0, i = 1,…,d



fine 
structure 
constant 

Dirac equation + Coulomb potential
Continuous scale invariance (CSI) of the Hamiltonian : 
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Don’t we know everything about the Dirac Hydrogen atom ?



Old problem (Pomeranchuk, 1945) of a relativistic electron 	
in a super critical Coulomb potential.  	

Success of QED lies in the domain of weak fields and 	
perturbation theory in the small dimensionless parameter :  

α = e2

!c ≈
1

137
≪1 (fine structure constant)

Calculations involving bound states of a nucleus of charge	
involve the dimensionless combination  

Ze
Zα

Perturbation theory fails for Zα ≥1

In that case, we expect instability of the vacuum (ground state) against 	
creation of electron-positron pairs.
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Old problem (Pomeranchuk, 1945) of a relativistic electron 	
in a super critical Coulomb potential.  	

Success of QED lies in the domain of small (weak) fields and 	
perturbation theory in the small dimensionless parameter :  

α = e2

!c ≈
1

137
≪1 (fine structure constant)

Calculations involving bound states of a nucleus of charge	
involve the dimensionless combination  

Ze
Zα

Perturbation theory fails for Zα ≥1

In that case, we expect instability of the vacuum (ground state) against 	
creation of electron-positron pairs.

How to understand this instability ? 



The Dirac-Kepler problem

ε =c p2 + m2c2 − Ze2

r

Estimate of the ground state energy :
electron position cannot be determined to better than ! p

ε p( ) ≥c p2 + m2c2 − Zα p( )
Minimising w.r.t     : p ε0 =mc2 1− Zα( )2

which reproduces well known features of the Hydrogen ground state	
in the non relativistic               and relativistic limits.  Zα ≪1( )

Zα >1For               the ground state energy becomes imaginary. 

Heuristic argument : classical expression for the energy of an electron 	
of mass      , momentum      in the field of a charge  m p Ze
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Problem : to observe this instability, we need Z ≥1
α !137

No such stable nuclei have been created. 

Idea: consider analogous condensed matter systems with a 	
“much larger effective fine structure constant”.

Graphene : Effective massless Dirac excitations with a Fermi 	
velocity                  so that  vF ! 106 m
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and Zc ≥ 1
αG
! 0.4 Zc !1(          with screening effects)

αG = e2

!vF
≈ 2.5
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Graphene : Effective massless Dirac excitations with a Fermi 	
velocity                  so that  vF ! 106 m

s

and Zc ≥ 1
αG
! 0.4

αG = e2

!vF
≈ 2.5

• Charged impurities in graphene  (Coulomb potential)       	
!

scattering of quasi- bound states           	
!

singular behaviour of the total phase shift	
!
       change of spectral and transport properties 	
            (Shytov, Katsnelson, Levitov,2007)	
!
       Measurement of local DOS (STM spectroscopy) 	
             (Wang et al. (2013)

⇒
⇒
⇒ This instability in the Dirac + Coulomb 	

problem is an example of the 	
breaking of CSI into DSI.

Is there an Efimov like spectrum for the massless Dirac problem ?



Graphene : Effective massless Dirac excitations with a Fermi 	
velocity                  so that  vF ! 106 m

s

and Zc ≥ 1
αG
! 0.4

αG = e2

!vF
≈ 2.5
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!
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!

singular behaviour of the total phase shift	
!
       change of spectral and transport properties 	
            (Shytov, Katsnelson, Levitov,2007)	
!
       Measurement of local DOS (STM spectroscopy) 	
             (Wang et al. (2013)

⇒
⇒
⇒ This instability in the Dirac + Coulomb 	

problem is an example of the 	
breaking of CSI into DSI.

The RG picture is rather simple here and it gives the 
expected Efimov spectrum



A quantum phase transition
It exists a singular value ζ cr =

d − 2( )2

4

universal Efimov spectrum
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En = − ε0 e
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V (r)

0
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ζ cr
ζ <ζ cr

L0 →∞Take the limit 

ζ >ζ cr

CSI to DSI quantum phase transition for the 	

potential  3 Schrödinger equation in a potential V (r) = ≠ ›
r2

3.1 Introduction

In quantum mechanics, two particles interacting by means of a spherically symmetric inverse squared potential

in d space dimensions (d ”= 1) obey the radial Schrödinger equation (~ = 1)

3
d2

dr2

+ d ≠ 1
r

d

dr
≠ l(l + d ≠ 2)

r2

4
Â (r) + 2µ›

r2

Â (r) = k2Â (r) (3.1)

where µ is the reduced mass, l is the orbital angular momentum and Â (r) is the radial part of the total wave

function. We look for bound state solutions k2 = ≠2µE. By using

’ = 2µ› ≠ l(l + d ≠ 2), (3.2)

(3.1) reduces to

ÂÕÕ (r) + d ≠ 1
r

ÂÕ (r) + ’

r2

Â (r) = k2Â (r) . (3.3)

This equation displays unexpected behavior which di�ers from an Hermitian Hamiltonian eigenvalue problem

(such as the hydrogen atom or harmonic oscillator). First, note that ’ is the only parameter in the problem

and it is dimensionless. This raises the question of existence of a characteristic energy scale to express the

eigenvalues kn. This absence of characteristic scale can be expressed as the invariance of (3.3) under the

scale transformation r æ ⁄r, k æ 1

⁄ k. In other words, to every normalizable wave function Â (r, k) solution

of (3.3), corresponding a family of wave function Â (⁄r, k) of energy (⁄k)2 for all ⁄ œ R solution of

3
d2

dr2

+ d ≠ 1
r

d

dr
+ ’

r2

4
Â (⁄r, k) = (⁄k)2 Â (⁄r, k) .

Therefore, if it exists one bound state then there is a continuum (and not a discrete set) of related bound

states. This result is related to the non self adjointness of the corresponding Hamiltonian over the space of

square integrable functions L
2

. This is not property is not specific to the inverse squared potential. This

includes, potentials with higher order singularity [2,3] V (r) ≥ 1

rn , n Ø 3, and other examples [4]. There is

a standard way of dealing with this absence of self-adjointness. By adding further restrictions on the space on

which Ĥ operates, it can be shown that it is always possible to define a family of new operators Ĥ◊ associated

to Ĥ and self - adjoint. These restrictions appear in the form of boundary conditions specific to each new

operator Ĥ◊. The operators Ĥ◊, have the same formal expression but operate in a new space (L
2

restricted

by the corresponding boundary conditions). They are called ’self-adjoint extension’ of Ĥ [5], as discussed in

5



 Dirac quantum phase transition

Continuous scale invariance (CSI) 

 Singular value βcr =
d −1

2
= 1

2

Dimensionless coupling 

universal Efimov spectrum
V (r)

r
V (r)

0
E L0 →∞( ) = 0

En = −ε0 e
− πn

β 2−βcr
2

β < βcr β > βcrβcr

Discrete scale invariance (DSI) 

Zαβ ≡ ZαG
κ



Building an artificial atom in 
graphene

Jinhai Mao, Eva Andrei et al.  (2016) 
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Figure 1 | Electronic properties of single vacancy on G/G/BN. a, Schematics of the experimental set-up. b, Typical STM topography of G/G/BN surface
before and after He+ ion sputtering. Inset: atomic resolution topography of a 4 nm ⇥ 4 nm area containing a single vacancy shows the triangular
interference pattern characteristic of a bare (unpassivated) vacancy. c, Spatial dependence of the vacancy peak (VP). Curves are vertically shifted for
clarity. Inset is the dI/dV map at the energy of the VP. Experimental parameters for panels b and c: Vb =�300 mV, I=20 pA, Vg =�30 V. d, Doping
dependence of the VP. The arrows label the Dirac point energy, ED, of pristine graphene 50 nm away from any vacancy. Curves are o�set for clarity.
Tunnelling parameters: Vb =�200 mV, I=20 pA. e, Gate voltage dependence of ED (black) and VP energy (blue) relative to the Fermi energy (EF =0)
extracted from the dI/dV spectra. The dotted line is a fit as detailed in Supplementary Section 2.

vacancy with e�ective charge Z/ ⇠ +1|e|, where |e| is the
fundamental unit of charge. The e�ective charge and sign of a
local vacancy in graphene can be directly estimated from LL
spectroscopy, by measuring the on-site energy shift of the N =0 LL
relative to its value far away, 1E00 ⇡ �(Z/)(e2/4(2⇡)1/2"0lB)
(ref. 24). Here "0 is the permittivity of free space and lB is the
magnetic length. As we show in Supplementary Fig. 16s(b), this
expression, obtained from first-order perturbation theory, is
valid for � > 0.1, where it approaches the tight-binding result. In
Fig. 2a we show a LL map along a line-cut traversing the vacancy.
Contrary to expectations, we observed a negligible downshift,
indicating that the vacancy charge is significantly smaller than
that predicted by DFT. To estimate the local charge when it is too
small to produce an observable LL downshift, we compare the
splitting of the N = 0 LL caused by the locally broken sublattice
symmetry with numerical simulations (Supplementary Section 11
and Supplementary Fig. 16s(a)). The best fit to the data, shown in
Fig. 2c, is obtained for a positively charged vacancy with � ⇠ 0.1.
We next attempt to increase the vacancy charge by applying STM
voltage pulses at its centre (Methods). It is well known that such
pulses can functionalize atoms, tailor the local structure or change
the charge state25,26. In Fig. 2b we plot the LL map after applying
several pulses. Now we observe a clear downshift in theN =0 LL, as
expected for a positively charged vacancy with � >0.1. Comparing
with the theoretical simulation in Fig. 2d, we obtain a good match
to the data for � ⇠ 0.45, which is also the value obtained from
the formula above. The charge continues to build up as more
pulses are delivered (Supplementary Fig. 6s). Interestingly, both

positive and negative pulses produce similar positively charged
states (Supplementary Fig. 7s) and their charge is stable, remaining
unchanged for as long as the experiment is kept cold. These results
suggest that, similar to the numerical relaxation process applied
in the DFT calculations23, pulsing helps the system relax towards
the ground state, which is the fully charged vacancy. The number
of pulses needed to reach a given intermediate charge varies for
di�erent vacancies (Supplementary Fig. 6s), consistent with the
stochastic process characterizing the relaxation. Importantly,
applying a similar pulse sequence to pristine graphene produces
no signature of charge build-up (Supplementary Fig. 8s). This
indicates that the charge build-up occurs at the vacancy site itself
and not in the substrate. Experiments were carried out on several
samples and on di�erent substrates, with pulsing producing similar
results (Supplementary Section 6).

We performed numerical simulations, solving the tight-binding
Hamiltonian for a charged vacancy (Supplementary Section 7), to
calculate the evolution of the DOS with � . The simulations consider
e�ects which go beyond the continuum limit and Dirac equation,
such as the e�ect of a vacancy in graphene with broken electron–
hole symmetry. This allows one to calculate the evolution of the
local DOS well into the supercritical regime while including both
the e�ects of the vacancy and magnetic field, which is not possible
with continuummodels. The results, summarized in Fig. 3a,b, show
that at low � , in the absence of field, the spectrum consists of a single
peak which evolves from the uncharged VP. With increasing � , the
VP broadens and its energy becomes more negative, all the while
remaining tightly localized on the vacancy site (Supplementary

2
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Figure 1 | Electronic properties of single vacancy on G/G/BN. a, Schematics of the experimental set-up. b, Typical STM topography of G/G/BN surface
before and after He+ ion sputtering. Inset: atomic resolution topography of a 4 nm ⇥ 4 nm area containing a single vacancy shows the triangular
interference pattern characteristic of a bare (unpassivated) vacancy. c, Spatial dependence of the vacancy peak (VP). Curves are vertically shifted for
clarity. Inset is the dI/dV map at the energy of the VP. Experimental parameters for panels b and c: Vb =�300 mV, I=20 pA, Vg =�30 V. d, Doping
dependence of the VP. The arrows label the Dirac point energy, ED, of pristine graphene 50 nm away from any vacancy. Curves are o�set for clarity.
Tunnelling parameters: Vb =�200 mV, I=20 pA. e, Gate voltage dependence of ED (black) and VP energy (blue) relative to the Fermi energy (EF =0)
extracted from the dI/dV spectra. The dotted line is a fit as detailed in Supplementary Section 2.

vacancy with e�ective charge Z/ ⇠ +1|e|, where |e| is the
fundamental unit of charge. The e�ective charge and sign of a
local vacancy in graphene can be directly estimated from LL
spectroscopy, by measuring the on-site energy shift of the N =0 LL
relative to its value far away, 1E00 ⇡ �(Z/)(e2/4(2⇡)1/2"0lB)
(ref. 24). Here "0 is the permittivity of free space and lB is the
magnetic length. As we show in Supplementary Fig. 16s(b), this
expression, obtained from first-order perturbation theory, is
valid for � > 0.1, where it approaches the tight-binding result. In
Fig. 2a we show a LL map along a line-cut traversing the vacancy.
Contrary to expectations, we observed a negligible downshift,
indicating that the vacancy charge is significantly smaller than
that predicted by DFT. To estimate the local charge when it is too
small to produce an observable LL downshift, we compare the
splitting of the N = 0 LL caused by the locally broken sublattice
symmetry with numerical simulations (Supplementary Section 11
and Supplementary Fig. 16s(a)). The best fit to the data, shown in
Fig. 2c, is obtained for a positively charged vacancy with � ⇠ 0.1.
We next attempt to increase the vacancy charge by applying STM
voltage pulses at its centre (Methods). It is well known that such
pulses can functionalize atoms, tailor the local structure or change
the charge state25,26. In Fig. 2b we plot the LL map after applying
several pulses. Now we observe a clear downshift in theN =0 LL, as
expected for a positively charged vacancy with � >0.1. Comparing
with the theoretical simulation in Fig. 2d, we obtain a good match
to the data for � ⇠ 0.45, which is also the value obtained from
the formula above. The charge continues to build up as more
pulses are delivered (Supplementary Fig. 6s). Interestingly, both

positive and negative pulses produce similar positively charged
states (Supplementary Fig. 7s) and their charge is stable, remaining
unchanged for as long as the experiment is kept cold. These results
suggest that, similar to the numerical relaxation process applied
in the DFT calculations23, pulsing helps the system relax towards
the ground state, which is the fully charged vacancy. The number
of pulses needed to reach a given intermediate charge varies for
di�erent vacancies (Supplementary Fig. 6s), consistent with the
stochastic process characterizing the relaxation. Importantly,
applying a similar pulse sequence to pristine graphene produces
no signature of charge build-up (Supplementary Fig. 8s). This
indicates that the charge build-up occurs at the vacancy site itself
and not in the substrate. Experiments were carried out on several
samples and on di�erent substrates, with pulsing producing similar
results (Supplementary Section 6).

We performed numerical simulations, solving the tight-binding
Hamiltonian for a charged vacancy (Supplementary Section 7), to
calculate the evolution of the DOS with � . The simulations consider
e�ects which go beyond the continuum limit and Dirac equation,
such as the e�ect of a vacancy in graphene with broken electron–
hole symmetry. This allows one to calculate the evolution of the
local DOS well into the supercritical regime while including both
the e�ects of the vacancy and magnetic field, which is not possible
with continuummodels. The results, summarized in Fig. 3a,b, show
that at low � , in the absence of field, the spectrum consists of a single
peak which evolves from the uncharged VP. With increasing � , the
VP broadens and its energy becomes more negative, all the while
remaining tightly localized on the vacancy site (Supplementary
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Increasing the charge, quasi-bound states are 
trapped. For a large enough coupling, a 
discrete set of Efimov states shows up.
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Figure 2 | E�ect of charged vacancy on the Landau level (LL) spectra. a,b, Spatial dependence of the LLs across a line-cut traversing the vacancy before (a)
and after (b) applying the voltage pulse. The position of the vacancy is marked by the enhanced intensity of the VP residing at its centre. The energy shift of
the N=0 LL at 6 T, 1E00 ⇠45 mV, corresponds to an e�ective charge of Z/ ⇠0.2 and � ⇠0.45, indicating that the charge is subcritical. We note that the
N=0 LL is split at the vacancy site. Since the wavefunction for the N=0 LL is confined to one sublattice, the removal of one atom breaks the local
symmetry and produces the strong splitting. c,d, Numerical simulation of spatial dependence of the LL spectra across a line-cut reproduces the
experimental results in a and b for � ⇠0.1 and � ⇠0.45, respectively.
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Figure 2 | E�ect of charged vacancy on the Landau level (LL) spectra. a,b, Spatial dependence of the LLs across a line-cut traversing the vacancy before (a)
and after (b) applying the voltage pulse. The position of the vacancy is marked by the enhanced intensity of the VP residing at its centre. The energy shift of
the N=0 LL at 6 T, 1E00 ⇠45 mV, corresponds to an e�ective charge of Z/ ⇠0.2 and � ⇠0.45, indicating that the charge is subcritical. We note that the
N=0 LL is split at the vacancy site. Since the wavefunction for the N=0 LL is confined to one sublattice, the removal of one atom breaks the local
symmetry and produces the strong splitting. c,d, Numerical simulation of spatial dependence of the LL spectra across a line-cut reproduces the
experimental results in a and b for � ⇠0.1 and � ⇠0.45, respectively.
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and after (b) applying the voltage pulse. The position of the vacancy is marked by the enhanced intensity of the VP residing at its centre. The energy shift of
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symmetry and produces the strong splitting. c,d, Numerical simulation of spatial dependence of the LL spectra across a line-cut reproduces the
experimental results in a and b for � ⇠0.1 and � ⇠0.45, respectively.
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Observation of the universal spectrum 
and of the quantum phase transition is 
not obvious : 
Quasi-bound states are the response of 
delocalised conduction electrons in 
graphene to the local charge.  
Not a Dirac hydrogen atom !



What is Efimov physics ? 



Universality in cold atomic gases : Efimov physics  	
DSI in the non relativistic quantum 3-body problem

Efimov (1970) analysed the 3-nucleon system interacting through 	
zero-range interactions (    ). He pointed out the existence of universal 
physics at low energies,  

r0
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When the scattering length     of the 2-body interaction becomes                          
there is a sequence of 3-body bound states whose binding energies are 
spaced geometrically  in the interval between         and   
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Efimov spectrum

As      increases, new bound states appear according to         a

s0 ≈1.00624

Evidence for Efimov quantum states has been beautifully evidenced 	
(Rudi Grimm (06), Randy Hulet (09),…) in ultracold gas using Feshbach 	
resonances.

Efimov showed that the corresponding 3-body problem 	
reduces to an effective                         equation with the 	
attractive potential :  

!!oSchr  dinger

En = −ε0 e
−2πn

s0

where                     is a universal number

V r( ) =−
s0

2 + 1
4

r2



Efimov physics is always super-critical : 

Schrodinger equation with an effective attractive potential              :(d = 3)

V r( ) =−
s0

2 + 1
4

r2

ζ cr =
d − 2( )2

4
= 1

4
Efimov physics occurs at : 

s0 ≈1.00624

 is fixed in Efimov physics. It cannot be changed !ζ E

⇒

ζ E = s0
2 + 1

4 = 1.26251 > ζ cr



Observation of the Second Triatomic Resonance in Efimov’s Scenario
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We report the observation of a three-body recombination resonance in an ultracold gas of cesium atoms
at a very large negative value of the s-wave scattering length. The resonance is identified as the second
triatomic Efimov resonance, which corresponds to the situation where the first excited Efimov state appears
at the threshold of three free atoms. This observation, together with a finite-temperature analysis and the
known first resonance, allows the most accurate demonstration to date of the discrete scaling behavior at the
heart of Efimov physics. For the system of three identical bosons, we obtain a scaling factor of 21.0(1.3),
close to the ideal value of 22.7.
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Efimov’s prediction of weakly bound three-body states
in a system of three resonantly interacting bosons [1,2]
is widely known as the paradigm of universal few-body
quantum physics. Its bizarre and counterintuitive proper-
ties have attracted a great deal of attention. Originally
predicted in the context of nuclear systems, Efimov states
are now challenging atomic and molecular physics and
have strong links to quantum many-body physics [3].
Experimentally, the famous scenario remained elusive
until experiments in an ultracold gas of Cs atoms revealed
the first signatures of the exotic three-body states [4]. A
key requirement for the experiments is the precise control
of two-body interactions enabled by magnetically tuned
Feshbach resonances [5]. With advances in various atomic
systems [6–17] and theoretical progress in understanding
Efimov states and related states in real systems [3,18], the
research field of few-body physics with ultracold atoms
has emerged.
Three-body recombination resonances [19] are the most

prominent signatures of Efimov states [2,20]. They emerge
when an Efimov state couples to the threshold of free
atoms at distinct negative values of the s-wave scattering
length a. The resonance positions aðnÞ− are predicted to
reflect the discrete scaling law at the heart of Efimov
physics, and for the system of three identical bosons follow
aðnÞ− ¼ 22.7nað0Þ− . Here, n ¼ 0 refers to the Efimov ground
state and n ¼ 1; 2;… refer to excited states. The starting
point að0Þ− of the infinite series, i.e., the position of the
ground-state resonance, is commonly referred to as the
three-body parameter [16,21–24].
For an observation of the second Efimov resonance, the

requirements are much more demanding than for the first
one. Extremely large values of the scattering length near
að1Þ− need to be controlled and the relevant energy scale is

lower by a factor 22.72 ≈ 500, which requires temperatures
in the range of a few nK. So far, experimental evidence for
an excited-state Efimov resonance has been obtained only
in a three-component Fermi gas of 6Li [11], but there the
scenario is more complex because of the involvement of
three different scattering lengths. Experiments on bosonic
7Li have approached suitable conditions for a three-boson
system [7,25,26] and suggest the possibility of observing
the excited-state Efimov resonance [26].
In this Letter, we report on the observation of the second

triatomic resonance in Efimov’s original three-boson sce-
nario realized with cesium atoms. Our results confirm the
existence of the first excited three-body state and allow the
currentlymost accurate test of the Efimov period.Moreover,
our results provide evidence for the existence of the
predicted universal N-body states that are linked to the
excited three-body state.
Two recent advances have prepared the ground for our

present investigations. First, we have gained control of very
large values of the scattering length (up to a few times
105a0 with a0 being Bohr’s radius), which in ultracold Cs
gases is achieved by exploiting a broad Feshbach resonance
near 800 G [21,27]. Precise values for the scattering length
as a function of the magnetic field can be obtained from
coupled-channel calculations based on the M2012 model
potentials of Refs. [21,28]. Second, Ref. [26] has provided
a model, based on an S-matrix formalism [29,30], to
describe quantitatively the finite-temperature effects on
three-body recombination near Efimov resonances.
While for the first Efimov resonance experimental con-
ditions can be realized practically in the zero-temperature
limit, finite-temperature limitations are unavoidable for the
second resonance and therefore must be properly taken into
account.
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Evidence for Efimov quantum states in an ultracold
gas of caesium atoms
T. Kraemer1, M. Mark1, P. Waldburger1, J. G. Danzl1, C. Chin1,2, B. Engeser1, A. D. Lange1, K. Pilch1, A. Jaakkola1,
H.-C. Nägerl1 & R. Grimm1,3

Systems of three interacting particles are notorious for their
complex physical behaviour. A landmark theoretical result in
few-body quantum physics is Efimov’s prediction1,2 of a universal
set of bound trimer states appearing for three identical bosons
with a resonant two-body interaction. Counterintuitively, these
states even exist in the absence of a corresponding two-body
bound state. Since the formulation of Efimov’s problem in the
context of nuclear physics 35 years ago, it has attracted great
interest in many areas of physics3–8. However, the observation of
Efimov quantum states has remained an elusive goal3,5. Here we
report the observation of an Efimov resonance in an ultracold gas
of caesium atoms. The resonance occurs in the range of large
negative two-body scattering lengths, arising from the coupling of
three free atoms to an Efimov trimer. Experimentally, we observe
its signature as a giant three-body recombination loss9,10 when the
strength of the two-body interaction is varied. We also detect a
minimum9,11,12 in the recombination loss for positive scattering
lengths, indicating destructive interference of decay pathways.
Our results confirm central theoretical predictions of Efimov
physics and represent a starting point with which to explore the
universal properties of resonantly interacting few-body systems7.
While Feshbach resonances13,14 have provided the key to control
quantum-mechanical interactions on the two-body level, Efimov
resonances connect ultracold matter15 to the world of few-body
quantum phenomena.
Efimov’s treatment of three identical bosons1,2 is closely linked to

the concept of universality7 in systems with a resonant two-body
interaction, where the s-wave scattering length a fully characterizes
the two-body physics. When jaj greatly exceeds the characteristic
range l of the two-body interaction potential, details of the short-
range interaction become irrelevant because of the long-range nature
of the wavefunction. Universality then leads to a generic behaviour in
three-body physics, reflected in the energy spectrum of weakly bound
Efimov trimer states. Up to now, in spite of their great fundamental
importance, these states could not be observed experimentally. An
observation in the realm of nuclear physics, as originally proposed by
Efimov, is hampered by the presence of the Coulomb interaction, and
only two-neutron halo systems with a spinless core are likely to feature
Efimov states3. In molecular physics, the helium trimer is predicted to
have an excited state with Efimov character4. The existence of this state
could not be confirmed5. A different approach to experimentally
studying the physics of Efimov states is based on the unique properties
of ultracold atomic quantum gases. Such systems15 provide an unpre-
cedented level of control, enabling the investigation of interacting
quantum systems. The ultralow collision energies allow us to explore
the zero-energy quantum limit. Moreover, two-body interactions can
be precisely tuned on the basis of Feshbach resonances13,14.

Efimov’s scenario1,2,7 can be illustrated by the energy spectrum of
the three-body system as a function of the inverse scattering length
1/a (Fig. 1). Let us first consider the well-known weakly bound
dimer state, which only exists for large positive a. In the resonance
regime, its binding energy is given by the universal expression
Eb ¼ 2"2/(ma2), where m is the atomic mass and " is Planck’s
constant divided by 2p. In Fig. 1, where the resonance limit
corresponds to 1/a ! 0, the dimer energy Eb is represented by a
parabola for a . 0. If we now add one more atomwith zero energy, a
natural continuum threshold for the bound three-body system
(hatched line in Fig. 1) is given by the three-atom threshold
(E ¼ 0) for negative a and by the dimer-atom threshold (Eb) for
positive a. Energy states below the continuum threshold are neces-
sarily three-body bound states. When 1/a approaches the resonance
from the negative-a side, a first Efimov trimer state appears in a range
where a weakly bound two-body state does not exist. When passing
through the resonance the state connects to the positive-a side, where
it finally intersects with the dimer-atom threshold. An infinite series
of such Efimov states is found when scattering lengths are increased
and binding energies are decreased in powers of universal scaling

LETTERS

Figure 1 | Efimov’s scenario. Appearance of an infinite series of weakly
bound Efimov trimer states for resonant two-body interaction. The binding
energy is plotted as a function of the inverse two-body scattering length 1/a.
The shaded region indicates the scattering continuum for three atoms
(a , 0) and for an atom and a dimer (a . 0). The arrow marks the
intersection of the first Efimov trimer with the three-atom threshold. To
illustrate the series of Efimov states, we have artificially reduced the
universal scaling factor from 22.7 to 2. For comparison, the dashed line
indicates a tightly bound non-Efimov trimer30, which does not interact with
the scattering continuum.
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predicted in the context of nuclear systems, Efimov states
are now challenging atomic and molecular physics and
have strong links to quantum many-body physics [3].
Experimentally, the famous scenario remained elusive
until experiments in an ultracold gas of Cs atoms revealed
the first signatures of the exotic three-body states [4]. A
key requirement for the experiments is the precise control
of two-body interactions enabled by magnetically tuned
Feshbach resonances [5]. With advances in various atomic
systems [6–17] and theoretical progress in understanding
Efimov states and related states in real systems [3,18], the
research field of few-body physics with ultracold atoms
has emerged.
Three-body recombination resonances [19] are the most

prominent signatures of Efimov states [2,20]. They emerge
when an Efimov state couples to the threshold of free
atoms at distinct negative values of the s-wave scattering
length a. The resonance positions aðnÞ− are predicted to
reflect the discrete scaling law at the heart of Efimov
physics, and for the system of three identical bosons follow
aðnÞ− ¼ 22.7nað0Þ− . Here, n ¼ 0 refers to the Efimov ground
state and n ¼ 1; 2;… refer to excited states. The starting
point að0Þ− of the infinite series, i.e., the position of the
ground-state resonance, is commonly referred to as the
three-body parameter [16,21–24].
For an observation of the second Efimov resonance, the

requirements are much more demanding than for the first
one. Extremely large values of the scattering length near
að1Þ− need to be controlled and the relevant energy scale is

lower by a factor 22.72 ≈ 500, which requires temperatures
in the range of a few nK. So far, experimental evidence for
an excited-state Efimov resonance has been obtained only
in a three-component Fermi gas of 6Li [11], but there the
scenario is more complex because of the involvement of
three different scattering lengths. Experiments on bosonic
7Li have approached suitable conditions for a three-boson
system [7,25,26] and suggest the possibility of observing
the excited-state Efimov resonance [26].
In this Letter, we report on the observation of the second

triatomic resonance in Efimov’s original three-boson sce-
nario realized with cesium atoms. Our results confirm the
existence of the first excited three-body state and allow the
currentlymost accurate test of the Efimov period.Moreover,
our results provide evidence for the existence of the
predicted universal N-body states that are linked to the
excited three-body state.
Two recent advances have prepared the ground for our

present investigations. First, we have gained control of very
large values of the scattering length (up to a few times
105a0 with a0 being Bohr’s radius), which in ultracold Cs
gases is achieved by exploiting a broad Feshbach resonance
near 800 G [21,27]. Precise values for the scattering length
as a function of the magnetic field can be obtained from
coupled-channel calculations based on the M2012 model
potentials of Refs. [21,28]. Second, Ref. [26] has provided
a model, based on an S-matrix formalism [29,30], to
describe quantitatively the finite-temperature effects on
three-body recombination near Efimov resonances.
While for the first Efimov resonance experimental con-
ditions can be realized practically in the zero-temperature
limit, finite-temperature limitations are unavoidable for the
second resonance and therefore must be properly taken into
account.
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Systems of three interacting particles are notorious for their
complex physical behaviour. A landmark theoretical result in
few-body quantum physics is Efimov’s prediction1,2 of a universal
set of bound trimer states appearing for three identical bosons
with a resonant two-body interaction. Counterintuitively, these
states even exist in the absence of a corresponding two-body
bound state. Since the formulation of Efimov’s problem in the
context of nuclear physics 35 years ago, it has attracted great
interest in many areas of physics3–8. However, the observation of
Efimov quantum states has remained an elusive goal3,5. Here we
report the observation of an Efimov resonance in an ultracold gas
of caesium atoms. The resonance occurs in the range of large
negative two-body scattering lengths, arising from the coupling of
three free atoms to an Efimov trimer. Experimentally, we observe
its signature as a giant three-body recombination loss9,10 when the
strength of the two-body interaction is varied. We also detect a
minimum9,11,12 in the recombination loss for positive scattering
lengths, indicating destructive interference of decay pathways.
Our results confirm central theoretical predictions of Efimov
physics and represent a starting point with which to explore the
universal properties of resonantly interacting few-body systems7.
While Feshbach resonances13,14 have provided the key to control
quantum-mechanical interactions on the two-body level, Efimov
resonances connect ultracold matter15 to the world of few-body
quantum phenomena.
Efimov’s treatment of three identical bosons1,2 is closely linked to

the concept of universality7 in systems with a resonant two-body
interaction, where the s-wave scattering length a fully characterizes
the two-body physics. When jaj greatly exceeds the characteristic
range l of the two-body interaction potential, details of the short-
range interaction become irrelevant because of the long-range nature
of the wavefunction. Universality then leads to a generic behaviour in
three-body physics, reflected in the energy spectrum of weakly bound
Efimov trimer states. Up to now, in spite of their great fundamental
importance, these states could not be observed experimentally. An
observation in the realm of nuclear physics, as originally proposed by
Efimov, is hampered by the presence of the Coulomb interaction, and
only two-neutron halo systems with a spinless core are likely to feature
Efimov states3. In molecular physics, the helium trimer is predicted to
have an excited state with Efimov character4. The existence of this state
could not be confirmed5. A different approach to experimentally
studying the physics of Efimov states is based on the unique properties
of ultracold atomic quantum gases. Such systems15 provide an unpre-
cedented level of control, enabling the investigation of interacting
quantum systems. The ultralow collision energies allow us to explore
the zero-energy quantum limit. Moreover, two-body interactions can
be precisely tuned on the basis of Feshbach resonances13,14.

Efimov’s scenario1,2,7 can be illustrated by the energy spectrum of
the three-body system as a function of the inverse scattering length
1/a (Fig. 1). Let us first consider the well-known weakly bound
dimer state, which only exists for large positive a. In the resonance
regime, its binding energy is given by the universal expression
Eb ¼ 2"2/(ma2), where m is the atomic mass and " is Planck’s
constant divided by 2p. In Fig. 1, where the resonance limit
corresponds to 1/a ! 0, the dimer energy Eb is represented by a
parabola for a . 0. If we now add one more atomwith zero energy, a
natural continuum threshold for the bound three-body system
(hatched line in Fig. 1) is given by the three-atom threshold
(E ¼ 0) for negative a and by the dimer-atom threshold (Eb) for
positive a. Energy states below the continuum threshold are neces-
sarily three-body bound states. When 1/a approaches the resonance
from the negative-a side, a first Efimov trimer state appears in a range
where a weakly bound two-body state does not exist. When passing
through the resonance the state connects to the positive-a side, where
it finally intersects with the dimer-atom threshold. An infinite series
of such Efimov states is found when scattering lengths are increased
and binding energies are decreased in powers of universal scaling

LETTERS

Figure 1 | Efimov’s scenario. Appearance of an infinite series of weakly
bound Efimov trimer states for resonant two-body interaction. The binding
energy is plotted as a function of the inverse two-body scattering length 1/a.
The shaded region indicates the scattering continuum for three atoms
(a , 0) and for an atom and a dimer (a . 0). The arrow marks the
intersection of the first Efimov trimer with the three-atom threshold. To
illustrate the series of Efimov states, we have artificially reduced the
universal scaling factor from 22.7 to 2. For comparison, the dashed line
indicates a tightly bound non-Efimov trimer30, which does not interact with
the scattering continuum.
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We report the observation of a three-body recombination resonance in an ultracold gas of cesium atoms
at a very large negative value of the s-wave scattering length. The resonance is identified as the second
triatomic Efimov resonance, which corresponds to the situation where the first excited Efimov state appears
at the threshold of three free atoms. This observation, together with a finite-temperature analysis and the
known first resonance, allows the most accurate demonstration to date of the discrete scaling behavior at the
heart of Efimov physics. For the system of three identical bosons, we obtain a scaling factor of 21.0(1.3),
close to the ideal value of 22.7.
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Efimov’s prediction of weakly bound three-body states
in a system of three resonantly interacting bosons [1,2]
is widely known as the paradigm of universal few-body
quantum physics. Its bizarre and counterintuitive proper-
ties have attracted a great deal of attention. Originally
predicted in the context of nuclear systems, Efimov states
are now challenging atomic and molecular physics and
have strong links to quantum many-body physics [3].
Experimentally, the famous scenario remained elusive
until experiments in an ultracold gas of Cs atoms revealed
the first signatures of the exotic three-body states [4]. A
key requirement for the experiments is the precise control
of two-body interactions enabled by magnetically tuned
Feshbach resonances [5]. With advances in various atomic
systems [6–17] and theoretical progress in understanding
Efimov states and related states in real systems [3,18], the
research field of few-body physics with ultracold atoms
has emerged.
Three-body recombination resonances [19] are the most

prominent signatures of Efimov states [2,20]. They emerge
when an Efimov state couples to the threshold of free
atoms at distinct negative values of the s-wave scattering
length a. The resonance positions aðnÞ− are predicted to
reflect the discrete scaling law at the heart of Efimov
physics, and for the system of three identical bosons follow
aðnÞ− ¼ 22.7nað0Þ− . Here, n ¼ 0 refers to the Efimov ground
state and n ¼ 1; 2;… refer to excited states. The starting
point að0Þ− of the infinite series, i.e., the position of the
ground-state resonance, is commonly referred to as the
three-body parameter [16,21–24].
For an observation of the second Efimov resonance, the

requirements are much more demanding than for the first
one. Extremely large values of the scattering length near
að1Þ− need to be controlled and the relevant energy scale is

lower by a factor 22.72 ≈ 500, which requires temperatures
in the range of a few nK. So far, experimental evidence for
an excited-state Efimov resonance has been obtained only
in a three-component Fermi gas of 6Li [11], but there the
scenario is more complex because of the involvement of
three different scattering lengths. Experiments on bosonic
7Li have approached suitable conditions for a three-boson
system [7,25,26] and suggest the possibility of observing
the excited-state Efimov resonance [26].
In this Letter, we report on the observation of the second

triatomic resonance in Efimov’s original three-boson sce-
nario realized with cesium atoms. Our results confirm the
existence of the first excited three-body state and allow the
currentlymost accurate test of the Efimov period.Moreover,
our results provide evidence for the existence of the
predicted universal N-body states that are linked to the
excited three-body state.
Two recent advances have prepared the ground for our

present investigations. First, we have gained control of very
large values of the scattering length (up to a few times
105a0 with a0 being Bohr’s radius), which in ultracold Cs
gases is achieved by exploiting a broad Feshbach resonance
near 800 G [21,27]. Precise values for the scattering length
as a function of the magnetic field can be obtained from
coupled-channel calculations based on the M2012 model
potentials of Refs. [21,28]. Second, Ref. [26] has provided
a model, based on an S-matrix formalism [29,30], to
describe quantitatively the finite-temperature effects on
three-body recombination near Efimov resonances.
While for the first Efimov resonance experimental con-
ditions can be realized practically in the zero-temperature
limit, finite-temperature limitations are unavoidable for the
second resonance and therefore must be properly taken into
account.
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Systems of three interacting particles are notorious for their
complex physical behaviour. A landmark theoretical result in
few-body quantum physics is Efimov’s prediction1,2 of a universal
set of bound trimer states appearing for three identical bosons
with a resonant two-body interaction. Counterintuitively, these
states even exist in the absence of a corresponding two-body
bound state. Since the formulation of Efimov’s problem in the
context of nuclear physics 35 years ago, it has attracted great
interest in many areas of physics3–8. However, the observation of
Efimov quantum states has remained an elusive goal3,5. Here we
report the observation of an Efimov resonance in an ultracold gas
of caesium atoms. The resonance occurs in the range of large
negative two-body scattering lengths, arising from the coupling of
three free atoms to an Efimov trimer. Experimentally, we observe
its signature as a giant three-body recombination loss9,10 when the
strength of the two-body interaction is varied. We also detect a
minimum9,11,12 in the recombination loss for positive scattering
lengths, indicating destructive interference of decay pathways.
Our results confirm central theoretical predictions of Efimov
physics and represent a starting point with which to explore the
universal properties of resonantly interacting few-body systems7.
While Feshbach resonances13,14 have provided the key to control
quantum-mechanical interactions on the two-body level, Efimov
resonances connect ultracold matter15 to the world of few-body
quantum phenomena.
Efimov’s treatment of three identical bosons1,2 is closely linked to

the concept of universality7 in systems with a resonant two-body
interaction, where the s-wave scattering length a fully characterizes
the two-body physics. When jaj greatly exceeds the characteristic
range l of the two-body interaction potential, details of the short-
range interaction become irrelevant because of the long-range nature
of the wavefunction. Universality then leads to a generic behaviour in
three-body physics, reflected in the energy spectrum of weakly bound
Efimov trimer states. Up to now, in spite of their great fundamental
importance, these states could not be observed experimentally. An
observation in the realm of nuclear physics, as originally proposed by
Efimov, is hampered by the presence of the Coulomb interaction, and
only two-neutron halo systems with a spinless core are likely to feature
Efimov states3. In molecular physics, the helium trimer is predicted to
have an excited state with Efimov character4. The existence of this state
could not be confirmed5. A different approach to experimentally
studying the physics of Efimov states is based on the unique properties
of ultracold atomic quantum gases. Such systems15 provide an unpre-
cedented level of control, enabling the investigation of interacting
quantum systems. The ultralow collision energies allow us to explore
the zero-energy quantum limit. Moreover, two-body interactions can
be precisely tuned on the basis of Feshbach resonances13,14.

Efimov’s scenario1,2,7 can be illustrated by the energy spectrum of
the three-body system as a function of the inverse scattering length
1/a (Fig. 1). Let us first consider the well-known weakly bound
dimer state, which only exists for large positive a. In the resonance
regime, its binding energy is given by the universal expression
Eb ¼ 2"2/(ma2), where m is the atomic mass and " is Planck’s
constant divided by 2p. In Fig. 1, where the resonance limit
corresponds to 1/a ! 0, the dimer energy Eb is represented by a
parabola for a . 0. If we now add one more atomwith zero energy, a
natural continuum threshold for the bound three-body system
(hatched line in Fig. 1) is given by the three-atom threshold
(E ¼ 0) for negative a and by the dimer-atom threshold (Eb) for
positive a. Energy states below the continuum threshold are neces-
sarily three-body bound states. When 1/a approaches the resonance
from the negative-a side, a first Efimov trimer state appears in a range
where a weakly bound two-body state does not exist. When passing
through the resonance the state connects to the positive-a side, where
it finally intersects with the dimer-atom threshold. An infinite series
of such Efimov states is found when scattering lengths are increased
and binding energies are decreased in powers of universal scaling

LETTERS

Figure 1 | Efimov’s scenario. Appearance of an infinite series of weakly
bound Efimov trimer states for resonant two-body interaction. The binding
energy is plotted as a function of the inverse two-body scattering length 1/a.
The shaded region indicates the scattering continuum for three atoms
(a , 0) and for an atom and a dimer (a . 0). The arrow marks the
intersection of the first Efimov trimer with the three-atom threshold. To
illustrate the series of Efimov states, we have artificially reduced the
universal scaling factor from 22.7 to 2. For comparison, the dashed line
indicates a tightly bound non-Efimov trimer30, which does not interact with
the scattering continuum.
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Not obvious at all !  Two very different physical phenomena 
share the same universal energy spectrum. 



• Breaking of continuous scale invariance (CSI) into discrete scale 
invariance (DSI) on two examples. 	

!
• Observed this quantum phase transition on graphene. It raises more 

questions than it solved.   	
!

• Efimov physics belongs to this universality class. It does not allow 
observing the transition.                         	

!
• Breaking of the CSI is interpreted using the Renormalisation Group 

picture : stable fixed points evolve into limit cycles. Proposal of 
K.G. Wilson: RG and strong interactions, 1971. 	

!

!

!
!
!

Summary-Further directions



• Other problems can be described similarly as “conformality 
lost” (Kaplan et al., 2009) and emergence of limit cycles:	
!

     Kosterlitz-Thouless transition (deconfinement of vortices in 
the XY-model at a critical temp. above which the theory is 
conformal): mapping between the XY-model and the T=0 sine-
Gordon in 1+1 dim.	

!
     	

     Metal-insulator transition in d-dimensions (electron gas  to 
Wigner crystal, Localisation transition).	

!
Breitenlohner-Freedman bound for free massive scalar field  	

   on           space.                               	
!
• Quantum gravity :	
!
!

L = T
2

∂µφ( )2
− 2zcosφ

AdSd+1



• Other problems can be described similarly as “conformality 
lost” (Kaplan et al., 2009) and emergence of limit cycles:	
!

     Kosterlitz-Thouless transition (deconfinement of vortices in 
the XY-model at a critical temp. above which the theory is 
conformal): mapping between the XY-model and the T=0 sine-
Gordon in 1+1 dim.	

!
     	

     Metal-insulator transition in d-dimensions (electron gas  to 
Wigner crystal, Localisation transition).	

!
Breitenlohner-Freedman bound for free massive scalar field  	

   on           space.                               	
!
• Quantum gravity :	
!
!

L = T
2

∂µφ( )2
− 2zcosφ

AdSd+1



• Other problems can be described similarly as “conformality 
lost” (Kaplan et al., 2009) and emergence of limit cycles:	
!

 Kosterlitz-Thouless transition (deconfinement of vortices in the 
XY-model at a critical temp. above which the theory is 
conformal): mapping between the XY-model and the T=0 sine-
Gordon in 1+1 dim.	

!
     	

 Line-depinning transition (Fisher, Lipowsky), roughening 
transition, wetting transition (Brezin, Halperin, Leibler).	

!
Breitenlohner-Freedman bound for free massive scalar field  	

   on           space.                               	
!
!
!
!

L = T
2

∂µφ( )2
− 2zcosφ

AdSd+1



• Other problems can be described similarly as “conformality 
lost” (Kaplan et al., 2009) and emergence of limit cycles:	
!

 Kosterlitz-Thouless transition (deconfinement of vortices in the 
XY-model at a critical temp. above which the theory is 
conformal): mapping between the XY-model and the T=0 sine-
Gordon in 1+1 dim.	

!
     	

 Line-depinning transition (Fisher, Lipowsky), roughening 
transition, wetting transition (Brezin, Halperin, Leibler).	

!
Breitenlohner-Freedman bound for free massive scalar field  	

   on           space.                               	
!
!
!
!

L = T
2

∂µφ( )2
− 2zcosφ

AdSd+1



Thank you for your attention.

arXiv:1701.04121 (in press)	


