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Abstract

Graphene, a two dimensional honeycomb lattice, is a fascinating material that gathers
researchers from a wide variety of fields. Physicists, are interested in its transport and
thermodynamic properties and the relation to massless fermion field. One of the experi-
mental recent goals was to achieve a stable local charge in graphene, a non trivial task
given its high conductivity. A successful method though was found, creating vacancies -

a removal of neutral carbon atoms from the lattice.

In addition to local stable charge, the creation of vacancies leads to two more in-
triguing physical features. First, the breaking of parity symmetry was confirmed both
theoretically and experimentally and second, additional zero energy modes show up in
the spectrum. Since no additional energy scale was added by the creation of vacancies,
theoretically we would expect these zero energy modes to be exactly at the Fermi energy.

Yet, experimentally these modes deviates from zero by a sizeable amount.

This deviation is particularly interesting due to graphene symmetric energy spectrum,
whose origin is in the bipartite nature of the lattice. i.e. the partition of the lattices sites
into two groups. Each site in every group should interact only with sites of the other
group. Therefore, neglecting next nearest neighbors interaction means that graphene
lattice is bipartite and it is easy to show that its spectrum should be symmetric. The
shift in the location of the "zero energy modes" breaks the symmetry of the spectrum

and has not been explained so far.

In our work, we show that this shift can be related, at least partly, to the interaction
with the measurement device - scanning tunnelling microscopy (STM). This measurement
device consists of electrons tunnelling between the sample and the STM tip, which
create a current that is measured and analysed. We take into consideration both the
Hamiltonian of graphene with a vacancy, the STM system and the tunneling interaction
term between them. Next, we estimate and analyse the contribution of each separate
part of the Hamiltonian. Furthermore, we point out an important step in the calculation

which is usually neglected.

Finally, we attempt to solve (left for future work) the problem of high voltage pulses



which change the accumulated stable charge on the vacancy boundary. This problem
has a time dependent Hamiltonian. Thus, we propose a mapping that might relate
the problem of vacancy to a gauge field. This mapping can simplify the problem while
preserving all physical properties of the system.



Abbreviations and Notations

STM
STS
LDOD
QED
a. u

ZM

Scanning tunneling microscope
Scanning tunneling spectroscopy
Local density of states
Quantum electrodynamics
Arbitrary units

Zero mode






Chapter 1

Introduction

This chapter is divided into two parts, the first part presents the main question we have
addressed and results we have obtained without entering into the details. The second
part of the introduction is devoted to exposing the main properties of graphene which
are of interest to us in this work. Namely, the Hamiltonian in the coarse-grained limit,
two ways to model vacancies, either using a Coulomb potential or specifically tailoring

chiral boundary conditions.

Graphene a single layer honeycomb lattice of carbon atoms, is a two dimensional
material which triggered major interest (in physics, chemistry and material science) from
the very beginning [1] due to its numerous properties, ranging from electronic properties
[2] to unusual optical behavior |3, 4|, mechanical strength [5], high thermal conductivity
[6], etc.. In addition to these features, it is admitted that graphene can be represented at
low temperature by a massless non interacting Dirac fermion field [7]. This description
is useful to model more complex problems, such as graphene with impurities or defects
[8-10], representing graphene itself by a massless Dirac fermion field and defects using
their physical characteristics. One type of defect is a vacancy, obtained by the removal

of a neutral carbon atom from the lattice.

The physics of vacancies in graphene is rich and interesting due to the appearance
of many surprising features that we now briefly review. Measurement data show that
the resistivity behavior is according to the Kondo effect [11] and that localized elec-
tronic states build up near the vacancy sites (see Figure 1.1 left) [12]. Both provide a
strong evidence of magnetic order at the vacancies. In addition, the wave function of
spatially localized modes match the potential calculation of a charge state [13], therefore
suggesting charge accumulation around the vacancy boundaries. Furthermore, a zero
energy mode shows up in the energy spectrum (see Figure 1.1 right) [12, 14| together
with measurements that confirm parity symmetry breaking predicted theoretically [15].
Finally, the application of high voltage pulses via scanning tunneling microscopy (STM)

tip changes the stable charge that accumulated around the vacancy [14, 15].
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Figure 1.1: Measurement of [12]. (Left) scanning tunneling microscope (STM)
measurements of (17 x 17) nm? graphite sample after Ar* ion irradiation. (Right) local
density of states (LDOS) scanning tunneling spectroscopy (STS) measurement without

(black) and with (red) vacancy.

Although it seems that the location of the additional energy mode is exactly at the
Fermi energy (zero) (see Figure 1.1 right), this is not the case. A closer look emphasises
that this zero energy mode is shifted from the Fermi energy (see Figure 1.2). So far the
theory did not explaind this deviation.

In this work we propose a theoretical explanation for the shift of the zero energy
mode. Our approach is via the interaction with the measurement apparatus (STM) such
that the full Hamiltonian is:

H = ngaphene+T+HSTMa (11)

where Hyraphene (Hsrar) are respectively the Hamiltonians of isolated graphene with a
vacancy (the STM) and T is the interaction term between them. In the STS apparatus
the tunneling conductance % is measured (tunneling current with respect to the voltage
difference between the STM and the sample), therefore in our work the tunneling conduc-
tance has been evaluated. We wish to stress that our calculation is more involved than
the standard ’text-book’ approach. Comparison between the two tunneling conductance
expressions (our and the standard Fermi golden rule) is detailed in future chapters.
However, let us first sketch the differences between them. Our expression for (F) = 4

A
is

5‘(E)O(*i tQNSTM (E)NG(E) 5 (12)
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Figure 1.2: (Left) a different scale of STS graphene with vacancies measurement. It is
clear that the additional zero mode slightly deviates from zero. The theory (right) does
not explain this deviation [12].

as compared to the "text book’” Fermi golden rule expression (namely only the numerator):

dl

a (1.3)

2
€ 2
= 27T% ’t’ NSTMNsample )

where ¢ is the tunneling amplitude, N (Nsrar) is the local density of states of graphene
(STM) and G (Gsrar) is the Green’s function of the isolated graphene (STM). The

full expression is derived in the next chapter.

Our first goal is to evaluate this expression and compare with the measured data, in
order to explain the shifted zero energy mode. Next, we further analyze our numerical
solution and the contribution of each term of our expression to the tunneling conductance,
so as to answer the question of whether our involved formula is needed rather than a
simpler expression. However, for now we only display our results - that the tunneling

interaction partly explains this zero mode shift (see Figure 1.3).

At the end of our work, we try to explain the basic physics behind the charge
accumulation. As for now, models of graphene with vacancy manage to predict the
charge accumulation [16] but do not predict the behavior under STM high voltage pulses
(time dependent potential). We hope to explain this behavior using a mapping to a

different system with the same physical properties but without a vacancy.

To further explain our approach let us elaborate on the behavior of graphene with

vacancies.
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Figure 1.3: Tunneling conductance results; experiment vs. theory. (Left) our model
taking into account the interaction with the STM via tunneling term in the
Hamiltonian. (Right) experimental data [15]. Comparing the zero mode shifts gives
2.3meV in our calculations v.s. 8.3meV in the measurements.

1.1 Graphene: Basic properties

The graphene lattice is a superposition of two triangular sublattices (see Figure 1.4).

The Hamiltonian of graphene in the tight binding approximation:

3
H=— Z ZtakbRJrsi + h.c, (1.4)
ReA 4 i=1

where A 4 represents the sites of sublattice A, R belongs to A4, ar (br) destroys electron
located at R from sublattice A (B) and aTR (b}rz) creates electron located at R from
sublattice A (B). s; connects an atom to its nearest neighbors and ¢ is the energy
hopping from one atom to its nearest neighbors. The corresponding energy spectrum

exhibits two Dirac points [17].

The Hamiltonian, as written in (1.4), assumes that graphene is a bipartite lattice,
namely the two sublattices interact only through sites from the other sublattice (there
is no direct connection between atoms on the same sublattice). Considering the next
nearest term - ¢/, breaks this symmetry since it connects atoms from the same sublattice.
However, according to numerical fit done by [18] t = 2.97¢V, ¢’ = 0.073eV and t” = 0.33¢eV.
Thus, since t' is small in comparison to ¢ the assumption of a bipartite lattice seems
justified.

1.1.1 Behavior near Dirac points

Solving the tight binding model for graphene, one notices that the graphene spectrum
has two distinguished Dirac points (see Figure 1.5). Around these points low energy

excitations can be linearized. Moreover, the two atoms in the graphene unit cell form a



Figure 1.4: Graphene honeycomb lattice of carbon atoms splitted into two triangular
sublattices A and B (in red and blue)
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These specific features of graphene allow to map the graphene Hamiltonain using massless

non-interacting Dirac field Hamiltonian |7],
H=—-ic-V, (1.6)

where o is a vector of Pauli matrices and the Hamiltonian is written in units such that
vp = 1. This description holds in the continuum limit (lattice constant goes to zero)

with low energy excitations.

As mentioned briefly earlier, graphene triggered interest in other fields such as high
energy physics. This interest origins in the representation of graphene using a massless
Dirac fermion field, which can interact with a vector field and accounts for 2-+1 (two
space dimensions and one time) quantum electrodynamics (QED).

The Lagrangian of 241 QED can be written as:

L =1(z)(in" Dy — m)ip(z) (1.7)

where () is a spinor field that represents a fermion with mass m coupled to a gauge
field A, using covariant coupling D, = 0,, — ieA, and y* satisfy the Clifford algebra
{y*,+*} = 2n"”. Since in our case the fermions are massless, then m = 0. (We will not

elaborate any longer on that subject, postponing it to Chapter 3).



Figure 1.5: (Left) graphene energy spectrum from the tight binding model. (Right) a
zoom into one of the Dirac points where the dispersion relation is linear |2].

1.1.2 Symmetries

Graphene symmetries and their physical impact enables us to understand important prop-

erties of graphene and when they should be broken. There are two important symmetries:

1. Symmetric energy spectrum - the Hamiltonian (1.6) anti-commutes with o3, given

by
1 0
o3 = ( 0 —1 ) (1.8)

This leads to a symmetric spectrum around E = 0 (see Figure 1.6).

Figure 1.6: The spectrum is symmetric as a result of the bipartite nature of graphene
lattice.

This symmetry results from the approximation that graphene is a bipartite lattice
[19] and should be conserved as long as this is the case. We now show a simple

proof for the symmetric spectrum |20, 21]:

10



Every Hamiltonian is described in some Hilbert space, which can always be
separated into two subspaces. After doing so, all types of interactions can be sorted
into interactions inside each subspace and between the two subspaces. Therefore,

the Hamiltonian (1.6) can be written under this form:
2y — AgwithAy AqwithAp
-\ ApwithAy ApwithAg )’

where A4 (Ap) are sites from sublattice A (B). In the case of bipartite lattice,
each site interacts only with sites from the other sublattice. Thus, no interactions

within sublattice A or B are allowed. Therefore, the Hamiltonian can be written

0 t
H:<£T 0) , (1.9)

in this form, it is clear that the Hamiltonian anti-commutes with os,

as:

{H, 03} =0 (1.10)

Furthermore, for each eigenstate i) > of energy FE,

|y >= Bl > (1.11)

there is also a state 1)’ >= o3|1) > with opposite sign energy —F
osH|p >= Eos|p > | (1.12)

H|Y' >=—Ely' > . (1.13)

2. Parity - the lattice remains unchanged if one takes (see Figure 1.7):

r—T
Y — —y . (1.14)
Sublattice A (B) — B (A)

11



Figure 1.7: Parity symmetry - reflection of the system around the dashed red line and

exchanging the two sublattices.

These two symmetries can be altered by the presence of vacancies in graphene.

1.2 Vacancies

A vacancy, is defined by the removal of a single neutral atom from the lattice (see Figure
1.8). Experimental works on graphene studied the formation of vacancies [22] and the
lattice behavior with vacancies [13]. In addition to physical features mentioned above
(and elaborated here), evidence of local magnetic moments was shown [12|. Moreover,

recent approaches predict a charge fractionalization [16] on the boundary of a vacancy.

Figure 1.8: Creating vacancies by removing neutral atoms from the lattice, simply leads
to bonds destruction.

The creation of vacancies breaks parity symmetry (see Figure 1.9). However, the o3
symmetry still holds, thus we expect the additional energy mode to be located exactly at

zero (Fermi energy) (otherwise the spectrum is not symmetric around the Fermi energy).

12



Since the creation of a vacancy does not involve any new energy scale for the problem
nor breaks the bipartite property, it should not lead to the breaking of this symmetry.
Therefore, the measured small shift of this mode is caused by something else that breaks

the o3 symmetry.

Figure 1.9: Breaking of parity symmetry, reflection and sublattice exchange no longer

leaves the system unchanged.

The additional energy scale may result from the measurement apparatus. Since STM
measurement is based on tunneling electrons, an interaction term with additional energy
scale is introduced. Therefore, this term can explain the o3 symmetry breaking and the

shifted zero mode.

The understanding of our approach to this problem requires a more thorough ex-
planation about both the physical features of graphene with vacancies and currently

available models.

As mentioned before, vacancies in graphene lead to interesting features:
1. Zero energy modes

2. Charge accumulation at the vacancy boundary

3. Breaking of parity symmetry

So far, both a solution using the tight binding model [23] (for a single vacancy), and
two models that describes graphene with vacancies are available. The first approach was
originally studied in order to characterize graphene with an unscreened charged impurity
[8, 9, 24]. Therefore, it involves the addition of Coulomb term to the Dirac Hamiltonian:

H:—z'o'~V—é , (1.15)

r

13



where § = Za, Z is the Coulomb charge and « is the fine structure constant for graphene.

1 e 1 e?
4meg he dmeg hvp

Since o = (the speed of light ¢ is replaced with vy = %ta, a is graphene
lattice constant), « is much larger in graphene oy ~ 1 [2] instead of the known value
a = 1/137. Nevertheless, note that the dielectric constant €, in graphene is not known

precisely.

This model though provides results that are in good agreement with the measure-
ments of graphene with vacancies (see Figure 1.10) [15]. Since there are evidence of
charge accumulation at the vacancy boundary, it is reasonable that it can be described
using an unscreened Coulomb potential. However, this model has some disadvantages,
mostly the fact that it can not predict 5 (proportional to the accumulated charge),

whose values result from a fit of the data.

An additional surprising measurement result (see Figure 1.10) is the changing value
of B in the experiment. Since f is proportional to the accumulated stable charge,
we can infer that altering S means different stable charge state. This variation of the
accumulated charge was achieved in the experiment |14] using high voltage pulses applied
via the STM tip. The STM tip is spatially located above an isolated vacancy. Usually,
STS measurements are preformed with some voltage difference, however in the case of
pulses, the voltage applied from the tip is larger by two orders of magnitude than the
regular measurement (both voltages are smaller than the tunneling potential barrier).
This unexpected phenomena has not been explained yet. In the sequel, we consider a

fixed value for the local charge.

The second approach [16], describes vacancy in graphene as a perfect scatterer. This
description uses the Dirac Hamiltonian with specific boundary conditions called "chiral".
This choice of boundary conditions, imposes a vanishing entrance of the probability
density inside the vacancy radius, so that the vacancy behaves like a perfect scatterer.

The description of graphene uses the Dirac Hamiltonian,
H=-ic -V, (1.16)

and the boundary conditions discriminate between the spectral modes of the two

sublattices A and B where the integer m is the projection of the angular momentum:

., m<o, (1.17)
. m>0, (1.18)

with the spectral decomposition:

A T
P (r,0)=> ™ ( iw?(i) 232'9 ) . (1.19)

meZ

14
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Figure 1.10: Charge built due to high voltage pulses, (right) experiment v.s. (left)
theoretical results [15]. One can notice the small deviation of the peak for 8 = 0.03
from the exact zero.

This model manages to explain all three features of graphene with vacancies:

1. A zero energy mode appears in the spectrum. The removal of N, (V) atoms from
sublattice A (B) results in the appearance of |N, — Np| additional zero energy
modes. For further explanation via linear algebra see [25]. These zero energy
modes have been measured (see Figure 1.1 right) [12] and indeed, show up in the
spectrum, although their location slightly deviates from the Fermi energy (see
Figure 1.2).

2. Even though a neutral atom was removed, charge accumulates at the boundary
of the vacancy [14]. The creation of a vacancy causes a rearrangement of the
electronic structure and results in spatially localized electronic wave function 13|
(see Figure 1.1 left). Moreover, this model [16] predicts the charge density around

a single vacancy and in the case of multiple vacancies, the total charge is:

(&
Q=5INa—Ng| . (1.20)

3. Breaking of parity symmetry is achieved using chiral boundary conditions. This
specific choice of boundary conditions discriminates between the two sublattices

[16], so as to break parity symmetry.

15



According to the first approach (see Figure 1.10), it seems that the shifted energy
mode is already explained. However, the obtained shifted energy mode is quite obvious,
since it is caused directly from the 3 fit the theory is based on. Thus, the theory does
not explain the fundamental physics behind this shift. Moreover, the description of
graphene with vacancy using Coulomb potential does not fit properly the measured

potential behavior.

In this work, the additional energy scale that breaks the o3 symmetry is suggested
to be the interaction with the measurement STM apparatus. This interaction term has
an energy scale, which is explained in details and calculated in the next chapters. In
addition, there is no reason for the interaction with the STM to keep the o3 symmetry,
therefore it can explain the small shift in the zero mode energy. Our choice for the
description of graphene with vacancy is via the second model, using chiral boundary
conditions. Equipped with it, we managed to explain the shifted zero energy mode
without including an artificial Coulomb term to the Hamiltonian (as done in the first

approach).

Finally, at the end of this work, the first step to the solution of the accumulated
charge problem is introduced. Our main intention regarding this problem is to simplify
the system of graphene with vacancies, which is explained using artificial boundary
conditions. This suggested simplification is based on a mapping to a problem that
replaces these boundary conditions by a gauge field. Further explanations about this

mapping is proposed in Chapter 3.

16



Chapter 2

Tunneling Interaction

2.1 Scanning Tunneling Microscope - STM

STM is a measurement device based on electrons tunneling from the STM tip to the
sample and vice versa. Its invention [26, 27] and the invention of STS - Scanning
Tunneling Spectroscopy enhanced the spatial resolution to the order of atomic scale |14,
28, 29].

Piezoelectric
drive

>
feedback

Figure 2.1: Simplified setup of STM measurement apparatus, tunneling current from
the STM tip to the sample is monitored and the xy surface is scanned using
piezoelectric drive. [29]

Tunneling current is highly sensitive to the distance between the STM tip and the
sample (exponential decay with the distance) (see Figure 2.2) which enables high resolu-
tion topographic mapping of the sample surface. There are two measuring configurations
of the STM (see Figure 2.3). The first one is with a constant current, the current is

constantly monitored and when changed, the z piezoelectric drive along the z direction

17
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Figure 2.2: Electrons tunnel from the tip through a potential barrier of length d - the
distance between the tip and the sample [29].

adapts the height of the tip such that the current retains its previous value and remains
constant (see Figure 2.3 a). In this configuration the distance (z coordinate) is measured.
In the second configuration, the height is constant and the current is measured (see
Figure 2.3 b). When preforming a STS measurement, the STM tip is located above a
spatially constant point and the applied voltage difference V varies, thus enabling the

measurements of the current dependence in the voltage %.

(a) I = cste = Image = z(x, y) (b) z = cste = Image=I(z, y)

Figure 2.3: Two scanning configurations, (a) constant current and (b) constant STM
tip height [29].

The usual expression of the tunneling current and tunneling conductance is via the

Fermi golden rule.

dl 62 2
W = 271'% ‘t‘ NSTMNsample ) (21)

18



where ¢ is the tunneling matrix element and Ng7ps/(sampie) are the local density of states
(LDOS) in the STM (sample). Assuming that the LDOS of the STM apparatus does
not vary significantly with the voltage, measurement of the tunneling conductance gives
a direct information about the sample.

In our work we use a more involved formula for the tunneling conductance (see
Equation 1.2) which will be developed and explained in the next section. In our results,
we checked the validity of the assumption that the STM LDOS does not contribute
significantly to the tunneling conductance. Moreover, we analyzed the contribution of
this nontrivial conductance expression with respect to the Fermi golden rule tunneling
conductance expression in order to determine whether the use of a more complicated

formula is necessary.

2.2 Tunneling current and conductance

Our purpose is to evaluate the tunneling current (and the conductance) while taking
into account the interaction due to tunneling between the STM tip and the sample. We

will start with a general calculation done by [30]. The Hamiltonian can be written as:
H=Hr+H+T, (2.2)

where Hy (Hg) represents the Hamiltonian of the STM (graphene with vacancy), and

T represents the interaction between them via tunneling:

T=> T(r,D'0)y(r)+ He (2.3)

Lr

where [ and r are locations in the left and the right regions respectively, T'(r,1) is the
symmetric and real valued tunneling amplitude and (1), ¥ (1) (¢f(r), 1 (r)) are creation
and annihilation operators of the left (right) regions. When solving a tunneling problem,
one can chose a configuration in a way that the many particle states are orthogonal but
does not form a complete set [31]. In this case [Hg, H] = 0. Applying voltage at the

left region creates a steady tunneling current:
I=e <NR> . (2.4)
After some involved algebra (see Appendix A.1.1) we get:

I= % / dwRTrGE (w) | (2.5)

where G is the Keldysh matrix Green’s function whose definition in the time domain

GE(r 1, t) = —i < [W(r, 1), 01 (1,0)] > . (2.6)

19



The average < ... > is thermodynamic with respect to H (original Hamiltonian), and the
trace is done on all sites in the left and right regions (I, ). We would like to describe G
as a function of the non interacting Green’s functions of the left and right sides G, Gp.
To this purpose [30] assumed that the potential behaves as depicted (see Figure 2.3), e.g

that the voltage drop is only at the barrier so both sides are in thermal equilibrium.

The chemical potential is defined here by ur = 0, puy, = eV, therefore the Fermi
distribution is fr(w) = f(w) = [1+exp fw] ™!, fr(w) = f(w—eV). Using this convention,
the spectrum of the left side is shifted by eV, so that the left side Green’s function
GE(w) = Gfo(w —eV'), where Gfo(w) is the left side Green’s function without bias.

In order to consider all possible interactions between the two regions in terms of
propagators, we take all the paths between the two regions using the Dyson equation:
G =GRrTGr + GRTGLTGRTG, + ... (2.7)

Summing the geometric series and expressing the matrix elements of G using G¥, GE,

G4 of the isolated left and right regions (see Appendix A.1.2) we deduce:

TGK = (I - TGHTGE) ™ [(1 = 2f1 (W) TGHT (G — G7)
1

+(1=2fr (W) T (G —Gr)TGL] (I -TGRTGL)™ (2.8)
and the current:
I= % / Z—:Tré)‘% (I -TGHTGH) ™ [(1—2f1 (W) TGET (G - G7)
+(1=2fp (W) T (Gf; — GR) TGL] (I - TGRTGL) ™" (2.9)

The conductance o = % has two contributions. One from the dependence of fr(w) on
the voltage - & (V') - and the other from the voltage dependence of G (w) - do (V). Since
the left side L represent the measurement apparatus, we assume that its dependence on

the voltage is much smaller than the one of fr(w), so from the conductance expression:
o(V)=a6(V)+do (V) , (2.10)

we can neglect do (V') and obtain

62
(V) = h/dw(—2f’(w — eV))RTr[TGLT(GE — G

(I -TGRTG;) (I -TGLETG)™" . (2.11)
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At low temperature —f (w — eV') — §(w — €V'), so the integral vanishes:

e

h
-1

(I — TGy (V) TG, (0)) (I ~TGE(eV)TGEy(0)) (2.12)

5 (V) = Z-RTr [TGH (V)T (G7, (0) = G74 (0))]

The setup we describe is constructed from STM as the measurement instrument (L) and
graphene with vacancy (R) as the sample. We assume that electrons can tunnel only

from the STM tip to the vacancy - a.k.a point contact:
T (l, 7‘) = t(sl,loér,ro , (2.13)

where Iy = STM tip, 9 = graphene vacancy. Implementing this into (Equation 2.12)

gives:

~ 2¢? 2 ~+ + _
5 (V) = Z-RTr [t G (ro, 0, €V) (GL’O (lo. 10,0) — G7 4 (zo,zo,()))}

—1
(1 - tQG}_% (?”0, To, GV) GZ,O (l07 lOa 0)) (1 - tQGE (To, To, €V) Gz,() (l07 lOa 0))
(2.14)

We use the relation between the local density of states and the Green’s function (see
Appendix A.3):

1 _
NL (10>w) = Tm [GL (ZOal()’w) - Gi (103l07w)] (215)
1
Ng (ro,w) = —;%GE (ro,T0,w) (2.16)
to obtain:

2 (27) 12N, (lg, 0) Ng (ro, V)

. __ <
T T TR 0 a6 o ) G o)

(2.17)

2.3 Modeling the system

To further use the tunneling conductance formula, we need create a simplified model
of STM and graphene (+ vacancy) Green’s functions. Below, each component will be
estimated and calculated. Since the experimental data is o(E), we are interested in the

energy dependence for a fixed voltage difference,

B e (2m)2 2 Nsraro (E, 1o, 0) Ng (E, 7o, €V)
g(F)=——

h
‘ (]‘ - tng (E7 To, 70, BV) GgTM,() (E’ lOa lO) O)) ‘

(2.18)

21



aq GS ™™

rC U
=

R

b

G

a;|

Figure 2.4: A schematic sketch of the setup. We approximate the STM tip to be a
cylinder with radius r. and width a;. The distance between the tip and the vacancy is
b, the radius of the vacancy is R. Finally, the width of the graphene sheet is as.

2.3.1 Evaluation of the tunneling matrix element

In order to calculate the tunneling matrix elements, we need to find the probability to
overcome the potential barrier. To this purpose, the single particle wave function is
approximated using the WKB method (a further explanation about this method can be
found in [32]),

¢1 — Aeinm + Befimc r<ay
S S O e B ) LICO | O
v ol @ n=r=sa ;
vy = Cethe a+b<z<a+b+as
(2.19)
the momenta are defined by:
p(a1) = /2m(E -V (a1))
p(b+a1) =+/2m(E—-V (b+a)) (220
K= % 2m (E - V)
k= %I 2mE

In the matrix element along the z direction we assume free particles, and since we do
not consider lateral confined motion within graphene, we assume a dispersion of free

electrons. We demand continuity of the function and its derivative at points a; and
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STM graphene

A

a;

77

Figure 2.5: The potential as estimated in our model, on the left with width a; the
STM measurement device. In the middle, the vacuum potential barrier with length b
and on the right the sample with width as.

1 rbta / /
ay + b, with e = e? Jay P14 0 g assume that p' () < 1, which means that the

energy of the electron is much smaller than the potential barrier V (b+a1),V (a1) > E.
We further assume 7 > 1 - h < f;l—ml |p (z)| dx. After some algebra (see Appendix

A.2), we obtain the probability to overcome the potential barrier:

C
Ppass = 'A

? _ 16 (E - Vb) 14 (al) - F e 2T (221)
(V(a1) = Vo)V (b+a)—E

Assuming further that V(a;) = V(b+ a1) =V, gives:

16(E—-Vo)
Puss = T 2.22
p (Va, o VO) € ( )

Our goal now is to relate the probability to overcome the potential barrier that we

evaluated, to the tunneling matrix element. According to [33] the relation is:

L oEor
LL' 0k Ok’

[ Tipe|* =P (2.23)

where P is the tunneling probability, L and L’ are the widths of the two metals (STM

and graphene) and (k, k') are the momenta of the two regions.
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We assume free particles for both graphene and STM but shifted the energy of the STM,
using the same notation as before (see Equation 2.20), for the STM:

OE R’k R
—=—=—2m(E -V 2.24
0k m m m o) (2:24)
and for graphene:
E Rk h
oF =— =—V2mkFE . (2.25)
ok m m
Plugging this into (Equation 2.23) gives:
2 n
Tokl® = E -V, 2.26
’ /{,k‘ ajas m ( 0) ) ( )
so that the tunneling probability is:
h? 32(E -V
T 1| ( ) E(E—Vy)e . (2.27)

~ maias (Vo — Vo)

For the final result, our definition of 7 = } fab Ip (2')| dz’ can be expressed using the

potential:
V2
- Tm\/va Iy (2.28)

so that:

g f = M B2EVVE v vp

 mayap (Vo — Vo) (2:29)

2.3.2 Evaluation of the STM Green’s function

In order to find the STM Green’s function we used the spectral decomposition definition

of Green’s function:

i (r)
(r.1", E) Zlﬂo E E +ie (230)

where ; are the eigenfunctions of the STM isolated Hamiltonian and FE; are the corre-
sponding energies. The original shape of the STM is a cone, but the interaction is only
from the one-atom size tip edge. Therefore, we assume that the STM tip edge can be

approximated by a circular well.

In order to find the eigenfunctions and the energy spectrum, we solve the problem
of a particle in a two dimensions circular box (disregarding the z axis in this part). The

single particle Schrodinger eq. is:

1 m? 2uE
(-2 - 2o+ 2 Yoty = %Fs (231
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where the wavefunction is 1 = ¢e’™?. Changing the variables of the differential equation

tox =14/ 2;;—215 gives:

(2202 + 20, —m* +2%) ¢ (2) =0 , (2.32)
a Bessel equation whose solutions are:

Since the wavefunction only exists inside the STM tip, we chose the boundary conditions:

¢m (7” = 740) =0= Ame (Tc\/?> . (2.34)

From the definition of Bessel function zeros we obtain the spectrum. If Jp, (uym) =0,

where up, 5, is the nth zero of the m*" Bessel function, then the energies are

B2 (U 2
E = — : . 2.35
2 ( Te (2:35)

Normalizing states, < n,m|n,m >= 1, allows to obtain the coefficients A,,:

1
|Am,n‘2 == 5 - (236)
772 [Jnt1 (Um,n)]

According to the ’point contact’ assumption, electrons can tunnel from a single point in
the STM - the center of the tip. Therefore, the tunneling point is at [y = 0. The Green’s

function is evaluated at this point as well,

2
Gl (0,0,B) =" !:fm,z (O)I2 |
m’"E_zﬁ( m’") + e

Te

(2.37)

However, since the Green’s function is ill defined at r = v/, we take r = 0 and ' = ¢, — 0

and obtain:

Glrp (0,0,E) =) Vi (€r) Y (0) (2.38)

3 .
2 .
mmn B — % <um’n> + 1€

Tec

In addition, defining (7 = e, # = 1’¢?") and assuming that § = ¢’ = 0 the angular

contribution to the STM Green’s function is vanishing:

Dron (€r) Omn (0)
G;TM (07 67’7E) = Z 7f2 ( )2 . (2,39)
mm B — D2 [ Ymn )y e
21 Te
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Inserting Bessel function solutions gives:

Al Jon (022 ) T (0)

Gl (0,60, E) =) a— , (2.40)

o E—ﬁ< ;’:”) tie

the double sum can be reduced using:
1 m=0
I (0) = 0 ma0 (2.41)
m
so that the Green’s function of the STM at the contact point is:
Aol Jo (e22) Jo (0)

Gl (0,6, E) =" e (2.42)

2
h2 uo,n .
n FE— E (7) + 1€

Te

2.3.3 Graphene with vacancy Green’s function

A previous work in our group [16] solved the problem of graphene with one vacancy

using the effective Dirac Hamiltonian description:
0 D
H=—ioc -V = : (2.43)
DY 0

where D = —id, — 9y = e~ (—i0, — 19y) and o are the Pauli matrices o = (04, 0y).

The states 1 () of graphene are spinors,
wA
P (r) = ( oB ) (2.44)
with /8 being amplitudes on sublattice A or B respectively. The spatial Green’s

function obeys the equation:

/dr” <r )HA/B + z‘ r"> <r"

where /2 = % and H4 = DD, H? = DD. Separating the radial and spherical

Bl = (e )5 (0-0) . (249)

coordinates leads to boundary conditions on the radial part of the Green’s function,

GAIB (r3) = = S GAIB (5, 17) eml0=0) (2.46)

Boundary conditions were chosen such that the vacancy behaves like a perfect scatterer
[16]. Therefore, demanding the vanishing of the wave function probability density at the

vacancy radius. Moreover, since a vacancy breaks the sublattice symmetry, the boundary
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conditions differ between the two sublattices and thus break this symmetry. For a single

A vacancy the boundary conditions of the Green’s function are

9 GA R, / :0 < 0
(‘af—lar+"2+Z>Gﬁ(m’)=15(r—f’>’ e .
P r 8,Ghy (R,r") /Gy (Ryr) =" m >0
(2.47)
1 2 1 GE(R,") =0 m < -1
(—83_ar+ﬂ712+2>Gﬁ(r’r’):5(1"—7‘/), .
r r r aer (R, 7“,) /ng (Ra T/) = % m = —1
(2.48)

and the solutions are the first and second kind modified Bessel functions:

G?;L{graphene = Im (\/ET‘<) Km (\&7‘>) + F;A;L/BKm (\/gr) Km (\ﬁT’/) ) (249)

where r- = min(r,7’), r~ = max(r,7’) and with the nontrivial coefficients (the only
modes where G/ # GB):

Io(VZR
rd=-T8 = _;0((\/21%))
n(VzR
r3=_14 = Kll((\/ER)) : (2.50)

A =T5 for m >0

Breaking of parity symmetry between the two sublattices, leads to a charge accumulation
around the vacancy. Using the spectral decomposition, the boundary conditions deter-
mine the behavior of each mode. In some modes the boundary condition discriminates
between A and B sublattices. The accumulated charge is caused by the differences in
the sublattices, therefore the modes relevant to us are those such that G7 # GE  namely
m=0,—1.

GB (R, R) = — Lo (2.51)

~ VzRKi1 (VzR)

GB, (R,R) = I VER) (2.52)

 VZRKo (VZzR)

Furthermore, in these modes (m = 0, —1) the Green’s function of sublattice A vanishes.
This result is very reassuring, since the point contact approximation prevents most of the
tunneling paths, allowing tunneling to a single point on graphene lattice - at the vacancy
radius. In the case of a A sublattice vacancy (our case) the vacancy radius contains
only B sites (see Figure 2.6). Hence, in our calculations we take Gg _; to represent the

Green’s function of graphene with a vacancy.
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2.4 Numerical calculations and results

So far have derived an analytic expression of all the different terms in the conductance
formula. The next step is to perform a numerical evaluation of each term separately.
Though, for now we show the relation between the imaginary part of the Green’s function

to the local density of states (see proof in Appendix A.4) :
1 +
N (ro,w) = —=SG™ (1o, ro,w) . (2.53)
m

Next we consider all the parameters, both estimated and determined from the experiment.
For convenience, we divide them into subgroups, first are the parameters obtained from

the measurement setup:

e 1) = 2meV the voltage difference amplitude applied in the experiment (see supple-

mentary material in [15]).

e b = 0.1nm the distance between the STM tip edge and graphene vacancy. [14]
analysed the measured signal with respect to the distance, therefore the value of b

is in agreement with this experiment.
Next, there are parameters we had to estimate:

e [y is the site on the STM electrons can hop to (or from). Since the STM tip

contains one atom, this site is taken to be Iy = 0 - exactly at the center of the tip.

e 7 is the site on graphene lattice electrons can hop to, which is the vacancy radius,

therefore 1o = R where R is the vacancy radius.

e R = 142pm the vacancy radius is taken to be the graphene lattice constant (see
Figure 2.6).

e a1 = as = 140pm are the widths of the graphene layer and of the STM tip. The
STM tip is of the order of a single atom and since graphene is a two dimensional

lattice, its width is on the scale of a single atom.

e 7. = 139pm is the radius of the STM tip, and it is also on the scale of a single

atom.

e V, = 7.64eV the height of the potential well barrier (see Figure 2.5). Its value is

taken to be the ionization energy of graphene.

The two last parameters were inserted from numerical reasons:

e cp = 0.01lmeV the JF steps of the energy values in our plots.
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e ¢, = 210737, the distance between r and +/. Inserting this parameter helps the
STM Green’s function to numerically converge. The effect of this parameter is
irrelevant, and in order to show this we have taken different values of €, and show

that the corresponding data remain unchanged.

Figure 2.6: In the case of A vacancy, the vacancy radius only has B sites. In addition,
the vacancy radius R is precisely the lattice constant of graphene.
The dependence of each term upon the different variables is mentioned,

o (E) . 62 (27Tt (Ev Va’ %7 b))2 NG (R’ E) NSTM (0,7"5,’!"0, E)
_“ o b))
he 1= t2(B) Gy (0,7¢,7¢, E) G5 (R, B)|

(2.54)

Our results (see Figure 2.7) are obtained using Matlab for a numerical evaluation of
this expression. As expected, we observed a sizeable shift from zero, that is obtained by
inserting in our model the interaction of graphene with the measurement instrument.
STM is a measurement device based on tunneling electrons, so that to obtain measurable
data the tunneling current must be large enough. Therefore, the tunneling interaction
term, which enables the tunneling current, can not be neglected. This term has an energy
scale which can explain the shifted zero mode peak and the o3 symmetry breaking. The
numerical value of the shifted peak is ~ 2.3meV and the experimentally measured value
is 8.3meV (see Figure 2.8). These two values are of the same order of magnitude, which

is surprising considering the variety of parameters we had to estimate.

Separating the tunneling conductance term into a numerator and a denominator

(see Figure 2.9) and analyzing the behavior of each part, we can notice that the shifted
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Theory of o(E), with the measurment effect
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Figure 2.7: Numeric results of the conductance due to tunneling current. We can see

that as expected, that the peak is not exactly at zero but shifted a bit. Vj = 2meV,

erp = 0.0lmeV, R = 142pm, V, = 7.64eV, b = 0.1nm, a1 = as = 140pm, r, = 139pm,
& = 2r,1073

peak is due to the denominator. Whose origin is the sum (a geometric series) over
all the possible tunneling paths (2.7), instead of taking just the first term that yields
the numerator. Remember that the numerator is simply the Fermi golden rule based
tunneling conductance expression, which can not explain the shifted peak. However,
the shifted zero mode can be explained by the more involved expression we used. In
order to better understand the formation of the denominator peak, we further examine

it behavior using the function f(FE) (the denominator)
F(B) =1~ [tPGéryGEP (2.55)

such that it should have a minima when 1/|1 — [t|2G{},,G&|? obtains it maximum value.
When writing f(E) as:

f(E) =1=2t|*Re(Gly,GE) + G Er PIGE? (2.56)

numerically the second term —2t2Re(G§T MGE) does not contribute to the peak location.
This somewhat surprising result origins in the large value of G'grys compered with |¢]2.

Therefore, for analytic convenience we neglect this term and left with
F(B) =1+ [tHGEry PIGES (2.57)
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Figure 2.8: Numerical results of (left) our energy value of the shifted peak ~ 2.3meV
and (right) the measured value ~ 8.3meV. Both are of the same order of magnitude.

Next, the location of the extremum is determined by the derivative of f(E) with respect

to the energy, which can be written as

df (E) t GE
BT R 2|t|4|G§TM|2|GJcS|2 (2? + Re G?L
G

= ). (2.58)

The energy scale Fy for which % vanishes is provided by the equation

t/ Gt
2?+Re GJGF =0 (2.59)
which can be written as
d
T In <t2\/(%G5)2 + (%GZ’;P) =0 (2.60)

suggesting that the energy scale from the denominator is determined by both the
imaginary and real part of graphene Green’s function. Numerically neglecting one of
them changes the peak location of the denominator. Considering our results there are

several observations that can be made:
1. |t|*> # 0 is a necessary condition to have o # 0.
2. Characteristic energy shift oc [t|2 but more precisely to |t|2G;T, aphen Gl

3. G;rr aphene involves the specific features of the chiral boundary conditions due to

vacancies.

4. Truncation of the Dyson equation prevents inserting full information about

31



G+

graphene For example, truncating the series after the first term (direct tun-

neling) leads to the "text book" expression which contains only the Green’s
function imaginary part, such that the information regarding the real part was

lost.

5. If Gsampie does not describe some exotic behavior such as graphene with vacancies

this additional information might be unnecessary.

1/ = PCEG iy t*NeNsr
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Figure 2.9: Comparison between the contribution of the (left) denominator and the
(right) numerator in the conductance expression, in arbitrary units (a.u). The shifted
peak results from the denominator.

Next, we examine the assumption that the tunneling conductance gives a direct
information about the local density of states in the measured sample. Therefore assuming
that the energy dependence of the STM itself is insignificant in comparison to the sample
dependence. We checked the validity of this assumption by removing entirely the STM
Green’s function dependence in the energy (see Figure 2.10) and observed that indeed,
the energy dependence of the STM Green’s function negligible. Therefore, in our case

this assumption is valid.
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Figure 2.10: Dependence of the change in the tunneling conductance by removing the
energy dependence of the STM Green’s function. It is clear that assuming
Ngram(E = 0) does not change the tunneling conductance results.
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Chapter 3
Mapping to a Simplified problem

We would like to further investigate graphene with vacancies. Mostly, its peculiar but
highly interesting behavior under high voltage pulses. Graphene with one vacancy, in
our current knowledge, is represented by Dirac equation with chiral boundary conditions
on the edge of the vacancy. This description is ratter limiting, generalization to many
vacancies is not easy and its behavior under time dependent potential (high voltage
pulses) is difficult to analyze. Our main goal here is to predict the charge accumulation
around the vacancy in the presence of high voltage pulses. Therefore, we propose a

mapping to a simplified system without a vacancy.

3.1 Analogy between two systems

Let us stress again the physical features of graphene with vacancies [16]:
1. The number of additional zero energy modes is # = |[N4 — Np| .
2. The total charge in the lattice can be fractional Q@ = —§(N4 — Np).
3. Parity symmetry breaking (under parity transformation @ — —Q).

These physical features also appear in a different formal problem. Hence, this system
may be related to graphene with vacancies. Our goal here is to present our current and
future work regarding this connection between the two systems. The second problem,
one with Dirac field interacting with complex scalar field and axial gauge field, exhibits

the following features [34]:
1. There are |n| zero energy solutions.
2. The total charge is Q = —§ n sign(u).

3. Under parity transformation @ — —@Q,
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where n the integer is related to the static background scalar and gauge fields:

p(r) = p(r)e™ (3.1)
A i
At = —ne”ﬁa(r) , (3.2)

and a(r) goes to 3 for large r and ¢(r) vanishes as r™ and goes to a constant ¢ at
2

infinity [35]. The Hamiltonian density that exhibits these three physical features is:

H =19 (p—5A4s5) + Blp1 — ivsp2) + Ryt (3.3)

where ¢ = ¢ + ipy is a complex scalar field, (47, 1) are creation and annihilation
operators for fermion Dirac field (four component), As is the axial gauge field and the

matrix:

a=(a"aY)
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N

. _[o3 O
! —< 0 —03> . (3.5)

Although these two systems have common physical features, the Hamiltonian density
(3.3) has an axial symmetry that graphene with vacancies does not have. Moreover, the
origin of this Hamiltonian (3.3) (presented in the coming subsections) is from graphene
with a Kekulé distortion. Scattering calculations of graphene with a Kekulé distortion,
compared with vacancies give a different result [36]. Thus, our goal is to locate the
origin of the axial symmetry, remove it and recalculate all the relevant properties (total
charge, charge density, number of zero modes, etc.). Assuming that when the symmetries

describing both system are the same, we could create a mapping between them.

3.2 Spinor and scalar fields interactions

Looking for the axial symmetry, we found its origin in the Hamiltonian of graphene with
the tight binding approximation. However, instead of a constant hopping coefficient,
small fluctuations are now allowed [37]. These fluctuations are directly related to the
complex scalar field (3.1) and the fermion field originate from the description of graphene

using an effective non-interacting Dirac field.

The addition of interactions with scalar field that contains topological background,
leads to the appearance of interesting features. First, we address the case of interactions
between spinor and scalar fields without vector field as done in [37], and relate the

complex scalar field to the hopping amplitude fluctuations at the tight biding model.
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The Hamiltonian of graphene with a hopping term that contains small fluctuations in
[37]:

3
H== )" (t+08trs) albpis, + hoc. (3.6)

’I"EAA =1

where a, and a}- (by and bi) are annihilation and creation operators of sublattices A (B).
s; (i =1,2,3) is a vector that connects a site on sublattice A to its nearest neighbors
and t((r) = t + dt,; is the hopping amplitude. The insertion of a Kekulé texture in

[37] couples the two Dirac points Ky = + ( 3%/%,0) such that the hopping term specific

spatial dependence is:
Oty = A (1) e ErsiglCr e (3.7)

with G = K4 — K_. In the case A(r) is constant (or has an expectation value), a
gap is created in the spectrum and effective mass is induced. Furthermore, in order for

charge fractionalization to emerge, A(r) must contain vortices:

A(r) = Ag (r) eletnd) (3.8)

The Kekulé distortion term e’ +%¢?G™ connects between the two Dirac points (see

Figure 3.1: In [37] graphene Brillouin zone with two Dirac points K and K_ coupled
by G. The Dirac cone (dashed line) is changed and a gap is added by the Kekulé
texture that mixes the +— points and induce a mass term.

Figure 3.1), which is the origin of the axial symmetry we would like to remove. Therefore,
for now we present the derivation of the axial symmetry from the Kekulé distortion

term.
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Expanding the Hamiltonian around the points K, and K_, such that the creation and
annihilation operators around these point are ay (p) = a (Kt +p), b+ (p) =b (K1 + p)

and the Hamiltonian is [35]:

H= / dP*r* (r) KU (r) (3.9)
with
0 Pz — Py A(r) 0
| Pe +ipy 0 0 A (r). ’ (3.10)
A* (1) 0 0 — (px — ipy)
0 A*(r) = (pa +ipy) 0
Wb
v | Y5 3.11
(o (3.11)
b

with the definition of ¥4 = [ d*pe~"P"ay (p), Yy = [ d?pe=PTby (p).

It was shown in [37] that when the vortices are far apart, each vortex carries an
energy zero mode, such that there are n zero modes in total. This is the first physical

feature in common with vacancies in graphene.

3.3 Spinor scalar and vector fields

A suggestion made in [35] notes that this vortex is a Landau, Ginsburg, Abrikosov vortex
which is also described by complex scalar field. However, when a U(1) gauge field is
involved the creation energy of the vortex is finite. Thus, a chiral coupling of the gauge

and spinor fields was suggested.

We notice that the Hamiltonian equation (3.9) can be written as:

W (r) KW (r) = U* (r) < Z*'(’:) _AU(T; > W(r) . (3.12)

We denote A (7) = gp (r) = g (p1 + i) as the scalar field ¢ and its coupling strength
g. After some algebra (see Appendix A.4) we get:

U= (r) KW (r) = U (r) (- p+ 9B (o1 —ipays)) ¥ () (3.13)

o 0 0 I I 0
here o = , B = ,v5 = —iatala® = .
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The interaction term can be written as (see Appendix A.4):
B (o1 — ivsep2) U = || U*Be™ XW (3.14)

where the complex scalar field is |p|e?X = ¢ = @1 + ipy. Therefore, under the local

chiral gauge transformation:

cp—>62i‘”g0:>x—>x—l—2w,
U — @5,

the interaction term is invariant (see Appendix A.4). Thus, the Kekulé distortion keeps
the axial symmetry. Furthermore, the coupling of Dirac fermions to a gauge field in
the case of axial symmetry, is done using an axial gauge field, such that the entire

Hamiltonian is invariant under this transformation,

Ai — (Al + &w) s

U (r) KW (r) = 9" (r) (o (pi = v54:) + g || Be™ X)W (r) . (3.15)

Up to now, we presented the derivation of the Hamiltonian and found the origin of the
axial symmetry. In future calculations, our definition of the hopping term fluctuations

will neglect the Kekulé distortion from dt(r) such that equation (3.7) becomes:
Otr; =A(r)+cc (3.16)
while keeping the topological behavior of A (r):
A(r) = Ag (r) eletnd) (3.17)

Therefore, preserving the topological solution of the scalar field A (r) = gp(r) =
g (1 +ip2)

p(r) = ¢(r)e™ (3.18)

the gauge field must remain unchanged,
At = —ne —a(r) , (3.19)

since in this form the energy cost to form a vortex is finite according to Landau, Ginsburg,
Abrikosov equations.

We plan to redefine the Hamiltonian using the new definition of ¢ (without the
axial symmetry) and recalculate all three features we previously discussed. Based on

our suggested mapping, we might be able to solve the problem of vacancies in graphene
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with a time dependent potential (i.e. with a high voltage pulses). Furthermore, this
mapping might help to understand the reason why electrons rearrange themselves into

new stable states after a high voltage pulses is applied.
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Chapter 4
Conclusion and open questions

In our work we studied the behavior of graphene with vacancies under the influence of
a measurement apparatus. Our main goal was to explain the source of the additional
energy scale, that broke the symmetric spectrum by shifting the zero mode away from
the Fermi energy. To that purpose, we proposed that the added energy scale is related to
the tunneling interaction term between the STM and graphene lattice. We estimated the
tunneling conductance behavior, while taking into account the Hamiltonian of the full
system (graphene with vacancy, STM and the interaction between them). A numerical
value for the energy shift from the Fermi energy has been obtained and compared with

the measured data, and a good agreement is obtained.

We also highlighted the differences between two tunneling conductance expressions.
One, is the text book’ expression based on the Fermi golden role. Another, more involved
expression we used, takes into consideration all tunneling paths through the potential
barrier. In our results, it is clear that only the second expression can explain the shifted
zero mode peak. Next, we examine the validity of an assumption that neglects the energy
dependence of the measurement apparatus. According to our numerical calculation, this

assumption is very good.

Finally, we suggested an approach for modeling graphene with vacancy using a
mapping onto a fermion field interacting with gauge and scalar fields. This mapping was
suggested as the first step to the solution of a complicated and yet fascinating problem,
of a changing charged states due to high voltage pulses applied from the STM. This

approach is not finished and will be part of future work.

However, we still wish to propose subjects to follow in future research. The first one
is regarding a question about the bipartite nature of graphene. In our calculations we
obtained =~ 2.3meV as the shifted energy value. Since the next nearest neighbor hopping
term is ~ 73meV, a further analysis regarding the contribution of this term to the zero

mode location is suggested. Moreover, another remaining question is related to lattice
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deformation around the location of a vacancy. Vacancies in our model simply cause
the removal of bonds in the Hamiltonian. Yet, some distortion of the atoms location
around the vacancies may occur, which can change the local hopping coefficient of the

next nearest neighbors.
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Appendix A

Appendix

A.1 Tunneling conductance formula

A.1.1 Tunneling current

We wish to obtain the formula:
=2 / Ao RTrG* () | (A1)
where the definition of the tunneling current is:
I=e <NR> (A.2)

and the number of particles in the right side is defined by Np = > 4T (r)i(r). According
to Ehrenfest theorem the time dependence of Ng is:

’LhNR = [NRaH] = [NR>HR + HL + T] ) (AB)
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remembering that [Hy, Hg] = 0 [31] the remaining part can be calculated:

thR_ZT (Lr) [N vt @0 () + 0t ()9 ()]
- YT lzw <z>w<r>+w<r>w<w]
ST (v () v )~ 6 )0 () ¥ ()
Lrr!

w*(')w(')w*(w()—ww(w*(r’w(r'))
ST (vt @t (v () v @) =t @ (8 =0 () 0 () ¥ ()

() (3 =t )0 () 0 O =" () vt ) (D0 ()
= Z T (l7 T) <_wT (l) TP (TI) 51“,7"’ + wT (7“/) 6r,r’¢ (l))

=T (P We @) —vt ) . (A1)
Simply, the extraction of Np gives:
_ hlZ:T @) (st e ) —vt e ) (A.5)
so the current is: |
I= i,j%;m,r) (vt v ) — vl (v )

. iﬁel;m,r)m (o' @y )

7%@ %;T(l,r)g@ﬁ W) () (A.6)

We use the definition of the retarded Green’s function at time ¢t = 0"
GF (r,1,t) = —if (t) <{¢ (r 1), ot (1,0)}> , (A7)
G (r,1,6) = =i ([0 (1) v (1.0)] ) . (A8)

to represent the term in the current formula (A.6):

(v @.0)v (r,07)) = %(cﬁ (r,1,0%) = GX (r,1,0%)) . (A.9)

44



Plugging this into the current (A.6) gives:

ZTlr

ZT (L)R (G (r,1,07) — G (r,1,0%))

(GT (r,1,0%) — G (r,1,0%))

l\.')\@

—ZT @, )R (GX (r,1,07) — G* (r,1,07)) (A.10)

Lr!

In order to simplify this expression [30] used the definition of Fourier transform at time
t=0%, G(0%) = [ £G (), and obtained:

/dwzm (Gl -chw) . (A.11)

where the summation over r is a matrix product, and when combining the [ sum it is
precisely the definition a trace,
dw

I= h o TrTR (GF (w) — Gt (w)) . (A.12)

Further simplification was made using the spectral function p(e) and its relation to

Gt (w) :

RGH (w) = /d ple) (A.13)

W —€

where the P before the integral represents the principal value of the integral. From
(A.13) it is easy to see that

/de‘EG+ (w)=0, (A.14)

plugging (A.14) into (A.12), we obtain the current expression:

=< ; d“’T TRGE (W) . (A.15)

A.1.2 Evaluation of Keldysh Green’s function

We started with the series:
G =GrTGr + GRTGLTGRTGy + ... (A.lﬁ)
and summed the geometric seiries:

G =GrTGy (I -TGrTG)™ " . (A.17)
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Preforming some matrix algebra yields:

G™!' = (I - TGRTGL) (GRTGL) —1 (A.18)
= (GRTGL) ' —=TGRTGL (GRTGL) ™" (A.19)
= (GrRTGL) ™' =T . (A.20)

The Green’s function operator we obtained in (A.1.2) can also be written as [38]:

o (7). i

This relation enables us to extract G¥:
1 -1
Gt GE _ GE Gg T 0 GJLr Gf B T 0 '
0 G~ 0 Gp 0o T 0 G 0o T
(A.22)

Preforming some more matrix algebra:

1 -1
Gt GE\ _ ([ ehrey GhreE +aRrer N (T 0
0 G- 0 GoTG; 0 T

(et —(GRrah) T (GRreE + alTar) (Grren) T (T 0\
- 0 (GRTG7) ™! 0 T
(A.23)

and calculating only the relevant term for G¥:
K +pety 1 A L (K L KoY (==~ (=) 1 -1
GF = ((GFT6E) ™ = T)  (GRTGT) ™ (GRTGE + GETGY) (GRTer) ™ ((6RT67) ™ = T)
(A.24)
by using the double inversion:
-1 A\ -t -1
((@irapy 1)t eiran™) ) = ((twirei izei)” - @ira) 1)

= (I-GHTGHT) ™

to simplify this expression

-1

<<(GRTGL)1 ((czrep) ™ -1) 1) _1) = (I -TGRTG;) ™",
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finally we obtain:

G = (I - GHTGIT)  (GETGE + GETG,) (I - TGRTGL) ™, (A.25)

which expresses GX only with the advanced and retarded Green’s functions of the isolated
parts of the Hamiltonian, using the relation GfR =(1-2fLRr(w)) (GJLFR -G, R)

GK = (I - GLETGET) ™ [(1 —2f; (W) GET (G — G7)
+(1-2fr (W) (G — Gy) TGL] (I - TGRTGL) ™, (A.26)

this gives us the final expression for TG¥

TGK = (I - TGHTGE) ™ [(1 = 2f1 (W) TGET (G — G7)

+(1=2fr (W) T (G} — Gg) TG (I - TGRTG,) ™ (A.27)

A.2 Calculation of the tunneling matrix element

We demand continuity of the function and the derivative. At point a;: 11 (a1) = ¥2 (a1)

gives: ” o
Aetra +B —tkal _ + , A28
‘ ’ Vip (@)l V/Ip(a)l 42
and ¢ (a1) = ¢y (a1):
; iKa1 . —ika1 _ r 1 — Ll
Alir) €™ + B (=ir) e —— (@) - o=y ()] (29

assuming p’ (z) < 1, according to the WKB approximation. At point a; + b, the wave
function: 9 (b+ a1) = 13 (b + ay) gives:

al e’ + LG_T = Cetklbtar) | (A.30)

P (b +a1)| P (b+ a1
and its derivative 5 (b+a1) = ¥4 (b+ a1):

Foo1 . G 1 o
S PO el — b an]e T O (A3
1 1

bt
where e™ = e% Jo () |da’
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Applying the boundary conditions, and preforming some algebra gives:

A eikbe—ina (1
4 (@) + i) (p (0 + )] sin 7+ dkhcosh 7).
C 2m\/|p (a1)] |p (b+ a1)|

h
(A.32)

so the absolute value square:

2 1
~4k2 [p(a1)] Ip (b+ a1

.

12
)] <h p (CL1)|2 + "52> (|p (b+ al)‘Q sinh? 7 + k?h? cosh? ’7’) .
(A.33)

Plugging the momenta and applying all the assumptions as written in (2.3.2) we obtain:

A2 V,-W )
—| = —=———sinh A.34
‘C’ 4(E—V0)Sm T, (A.34)

which leads to the probability to overcome the potential barrier:

C

CI? 16(E-Vh)
o=

Pass:
P ‘ (Va_‘/O) ‘

T (A.35)

A.3 Relation between local density of states and Green’s

function

We would like to show a simple proof of the relation between the imaginary part of the

Green’s function to the local density of states:
1
N (ro, E) = —=ImG™ (rg, 70, F) (A.36)
™

Let us begin with the spectral decomposition of the advanced Green function:

. 1 ,

and use the theorem:

. 1 1 ,

where PP is the principle part. Taking the imaginary part of the spectral decomposition:

ImG* (r,r,E) = Z Im (PP (E _1 E) —ind (E — Ei)> by (r)]? (A.39)

= —WZ(S (E - E) | (r) (A.40)
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and reorganising the equation, gives the exact definition of the local density of states:

—lfmcﬁ (r,r, E) Za (E - E;) |4 (r)*=N(r,E) . (A.41)

A.4 Dirac Hamiltonian with scalar field interactions

In order to connect the Hamiltonian:

U (r) K (r) = O (r) ( A"*'(f) _AU("; )  (r) (A.42)

to the one we used (3.13), we will change this expression using the definition: A (r) =

9¢ (1) = g (p1 +ipa):
W (r) KU (r) = U* (r) <06p _Uo.p>+g<w_0w2 s01+0i<p2>

= v (r) <"(')p _f,p)m 90(3 g>—¢(2 ‘(f)”wm

=W (r) < U('Jp _Uo_p ) +g< ?. é ) [<P1—i802 ( é _OI )
' (A.43)
now we can express each of the remaining matrices:
(5 (3 (1)
and obtain:
U* (r) KW (r) = U° (r) (- p+ gB (o1 —ip2ys)) W (r) (A.44)

The interaction term when: ¢ = 1 +ips = || e, p1 = R|p|eX = |p|cosx, ps =
S || X = || sinx, can be written as:

1 . 1 .
L s + & (i) + ) ¥

’SD‘ \Ij*ﬁe—i'YSX\I/ = ’gp’ \II*IB (1 — Z’)’5X + 2' 3‘

1
*'X4 + > v

« , 1 1
= || T8 <1 = i%5X = X g+ g

2! 3!

. 1 1 1
= lol ¥ B<1— ,x +4,X —ZV5(><—?),X)+ )‘I’
= || U*B (cosx — iyssinx) ¥
= \I/*ﬂ (801 — i’y5g02) g (A45)
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such that preforming a chiral gauge transformation to this term keeps it invariant:

Hppy = We™ (gig] e 00220 cions g
— P W5 (g 2 Ige—i’ysxe—iwvs) i}
— Pre W5 (g 2 eiw%ﬁe—i%x) I

= U* (gle| fe X)W = Hipy (A.46)

In order to keep this axial symmetry, when coupling to a gauge field, the same symmetry

is used.
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N IR N L NNE IYTH DIRIND PN IX NTAY NN KD MIANDNN
TYNNND ,7PYIAN DV M NN VOONRPP” ORIPIN DTRPN NAY NN NPNHIAD 22N
,DIVND 90N DY 19NV 10DV MYNNN D5 NN PIADND NONN DONPP NV NN

JODNY TPHTIND 228N VDN VIO

P2 SPRIVIR T DY 973N MOHMIND 22NN M DR PA0DND NN TPURIN NNIVN
TUNNELING MICROSCOPY (PND NNPN MPOMIPM) NTTIN PYIN P27 19NN NINPH
DMN NPND N9 ATTIN NN PHA IIPPY MDD NV P (ST M) SCANNING
VN NP P2 DONIVPON OV MMM DY NODIN NNE DTN NIWN ,IPYUNT D
,NTAYN TTAIY DNIVPONR DR XY M NN )9DN NNPI P DTN IMYSNNI
1993 P2 NIXNY MPNPRIVIND )20 .DTTHO 1IN 5T ITON NrND NIOM DTN
PN TV DPRND ) KDY TTOIN RN DY DTHN ATON NN NTTRN NOIWYND
2010 MMITMN DIVPAD DY PP TPIPRIVIND DN NTTHN NIWNY N0 O
,NNNN YIANN TPSPRIVIND TR NRYA 7PINDNRN 22D MNN DX P00 177 )00

JINSINA INTD YWY 29D

M50 OV NV PA DDTINN DY TNYD NN, MMININND M) 2OV )00 INND
oY 2P Yy DDA [, THPDN 901N IOMN [ NYRIN NVXIAN NN NYANN 1ONYN
LM 0099 SV 2NN PIN DY THN0N WR MYI9NN NN PYRI IT0) P NN»N
D»IVAND NN 200N 95 DR NIAYNA NPD NIM NP N2IN2 25 YN NN
NTY NN N TPYRIN NORYD DTTHN NIOWYM DIOXA 90N DY 19NN IHPI P
TPYNNND TN VDN NIADND NI 20N NV MOV YdYn DXN NN M Mnna
D) DX ,M MY 92YN NP VYN MDD ANYL NYNINN NN PADND 1NV N
MIPN MVP MITMNI NPTIN PYON Y MOYNN D N0 N DN NN 1 Tad

DTN DMN MPXTY Oa INRND

DV 2N 2NN 1 DN NNDMNN WR NYNN NIADND TIT YNND NN N0
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