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ABSTRACT

Stellar amplitude interferometry is limited by tineed to have optical distances fixed and
known to a fraction of the wavelength. We suggesiving intensity interferometry, which
requires hardware which is many orders of magnitede accurate, at the cost of more limited
sensitivity. We present an algorithm to use theyVvegh redundancy of a uniform linear array
to increase the sensitivity of the instrument byrenthan a hundredfold. When using an array
of 100 elements, each almost 100m in diametercandervative technological improvements,
we can achieve a limiting magnitude of abot=14.4. Digitization, storage, and off-line
processing of all the data will also enable interfieetric image reconstruction from a single
observation run, and application of various aldgons at any later time. Coronagraphy,
selectively suppressing only the large scale aireobf the source, can be achieved by specific
aperture shapes. We conclude that after three decafl abandonment optical intensity
interferometry deserves another review.

Subject Heading: instrumentation: interferometarstrumentation: high angular resolution - teclueisy
interferometric

1. INTRODUCTION

Amplitude (or Michelson) interferometry is todaysainstream technique for high angular resoluticmoasmy.
Amplitude interferometers add the complex amplitwdehe electromagnetic waves from two or more smpa
locations to produce a high-resolution brightneisgribution, or image, of the source. Intensityenfitrometry, on
the other hand, “interferes” the intensities of glectromagnetic wave via the correlation of thectlcal currents
generated by the detectors of the already-deténtedsities. The main advantage of intensity iremetry is its
mechanical robustness: the required opto-mechaaamalracy depends on the electrical bandwidth efdétectors
and not on the wavelength of the light, and thues iechanical precision required is relaxed by mamers of
magnitude. This low path-length sensitivity alsoame that the existence of an atmosphere does fhatrice the
performance of the instrument. The main disadvagay intensity interferometry, which led to itsnse, are its
very low intrinsic sensitivity and the fact thaethlassical, two-detector intensity interferometan not reconstruct
the phase of the complex degree of coherence hasdcannot be used to produce true images [1].

Gamo [2] proposed and Sagbal [3] proved experimentally that the three-detedtdensity interferometer, which
correlates the intensities from three separatectig®e can reconstruct the phase of the compleredagf coherence.
Later, more algorithms to reconstruct the missihgge of the complex degree of coherence from amalglionly

measurements were proposed, by using second-;,thind forth order intensity correlations [4], teéorrelations
and bispectra [5, 6 or 7], fractional triple coat#n [8], and even by using just the usual secanigr correlations
and the Cauchy—Riemann equations [9].

Development of the two-detector intensity interfaster started in radio astronomy [10], but was exjgd to the
optical regime [11, 12] to culminate in the measwat of the angular diameter of 32 stars, durirgdperation of
the Narrabri Stellar Intensity Interferometer (NStbm 1965 to 1972. The low sensitivity prohibiteldserving stars
fainter thanm,=2.5 though NSII used a pair of 30meflectors [1]. In fields other than astronomyeimsity
interferometry has been applied to nuclear phygissally called “HBT effect”) [13], ultra short les pulses [14],
characterization of the synchrotron radiation [1&ird disks head-disk spacing measurement [16]r@aburement
of electron temperature fluctuations in fusion plas [17]. It even seems that Fluorescence Corvelati
Spectroscopy (FCS), a technique regularly usediotodly and chemistry, is actually intensity intedmetry in

! Address for correspondence: avivofir@wise.tad.ac.i



-2-

disguise, and this similarity is especially strikivhen comparing works on FCS [18] and triple datien [5,6].
The considerations in this paper apply not juststronomy but wherever intensity interferometrysed.

Fontana [19] generalized intensity interferometriNtdetectors correlating al currents to form a single output. We
adopt Fontana’s notations, specifically the mugipl correlation function F® (Tl,rz,_,,,fN ) =

J'f <|1(t—71)"'|N (t-7, )>dt and its excess above the zero-coherence ﬁr(ml(t_fl»...(m (t-7, )>dt which

will be designatedAF ™) . As Fontana, we notate the first order correlationction asgj(z), wherer; are the
electrical delays added to each beam. We noteFthratiana correlated| currents to form aingle output, so Fig. 1
in [19] is somewhat misleading.

2. REDUNDANCY TO INCREASE SNR
2.1. High Redundancy of the Uniform Array

Firstly we describe the proposed instrument: weanedefeflectors as the
surfaces of light collection and detectors as #rees of the light-detecting
instruments observing single source. Mounted on each reflector there REEN
may be several detectors, each observing a diffsmmce where all the gquare Law . E
detectors onboard each of thereflectors point at the same source. etectors Di¢” Dk ¢
contrast with Fontana'l-detector intensity interferometer we record all

signals directly after the amplifiers, and perfoath correlations off-line, aAmpjifiers |A1| |Ak| |An|
by software (Fig. 1). This setup will make it ead@ us to use each signal

many times, and to perform all other algorithmstioa data at any later_
time. Digital
Recorder

i source point

We will now show that for a linear array of manytetdors with a uniform
spacingd, this high redundancy can be used to effectivatyréase the Computer
overall signal to noise ratio (SNR). In generale @an compute not just thd delay”,

second order intensity correlation between dete@andb, F® (z,,z,), m,:élg?ge‘i‘ .

but also them” order correlationf ™({m}), of anymsized subgroup of — :,, e
detectors fn}. The signal from each higher order of multi cdateon o) .5 @ .5 g .5
F™({m}) will grow smaller withm. Still, the very high redundancy ofimultaneou s S S8 |58

(m) . : . Results s 2| & £ 2
F ™ ({m})will sometimes more than compensate for this. Treee two nglms| 28
types of redundancy: translational symmetry anth loigler expressions:

(1) From translational symmetry, one can see that aiiy( ,b) of F|gure L In our |n_tenS|t)
interferometer the correlations ¢

detectors with a baseline pf_dd is identical to any other pair Ofperformed off-line, by software.
the same separation, and there Ne\a—b\ such pairs. Unlike

amplitude interferometry, they can be added diyesihce all phase information is already lostrafietection.
(2) In the case of fields that obey Gaussian statisliks stellar light, all high moments of the mudtrrelation
function (3 and higher) can be expressed as a function dfréteand second- order correlations. This means

that:
a. The analytical expression for the correlatiomoéletectors -a, b and (m-2) other detectors — is the"-

order fn>2) correlationF(z)(za,Tb,...,fm), and it can be expressed as a function of lowrardeelations
that will also include the specific expressipf?) (ai7y) -

b. Reversing this relation, from each new subgroup @are construct a new expressionmﬁ)(ra,rb) by
using the newr @(z_,z,,---,7,.)-

c. Since there ar%_(N —zj subgroups oN with m members of which two are exactyandb, there are
m-2
alsoG different expressions far (? (Ta’Tb) in all subgroups ofn members oN detectors.
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d. Since the number of subgroupsmfelements oN peaks atm=N/2 while the signal from every higher
order correlation is increasingly smaller, theradsgain in continuing beyond=N/2.

Combining (1) and (2), the number of expressionFBT(Ta,rb) possible with aIIF(m)({m}), or the redundancy of
F®(z,,7,) in all subgroups ofl is:

2N -2
> [ 2)in-la-t) g

m=2
Thus giving a very high incentive to increase thenber of reflector§\.
2.2. Signal

Before calculating the benefits of the high reduradain terms of signal-to-noise ratio (SNR), wesffineed to
generalize the procedure of writing the correlationctionsF, now with two groups of variablesr{} and {n}

where any delay; can be on either one or botimft and {m,}. We generalize Fontana’s explanation of how taevr
F(\nh\+\rr1z\)({nql},{n~.2}) (after Eqg. (29) in [19]): The allowed combinatioofsfirst order correlation functions can be

deduced by representing all the distinct variabdem {ml}u{mz} as points, and every first order correlation

functiong(z - 7) as a line section between pointndj. The multiple correlatiorF (™™ ({m}.{m,}) is obtained
by writing all possible ways to connect all thengsiwith a continuous line beginning and endinthatsame point,
[my| + pp| sections long, and passing through each pointiotlaé number of times it appears img and {n} (once

or twice, in our case). Note that if some varialdesappear more than once, then a term can appgar) = g(0)
to some power, which did not exist in [19]. When ] N {m,} = {} this generalization reduces to Fontana’s alsu
correlation functior with jmy| + | variables (Fig. 2). We used short hand to WIS (Tas Tos + +Tm) @SF12. m.

Since the different subgroups of the array areigibrtoverlapping, they are not statistically inéepent. We can
correct for this statistical dependences betweethal different representations &f (r., 7,) by subtracting the
cross-correlation of any new subgroup with all joes subgroups. This cross-correlation can be sgpbas

)- {Fint “Fimg ) ~(Fi ) (Fis) _ (i) = Fir ) {F ) , @)
{Fim ) (Fin) \/ (Fipi) = (Fi) \/ (Fimgimg) = (Fina)

where o stands for standard deviation. After subtractitignaultiply-counted representations, a true sti#t
meaning is established to the redundancy of thieeteguantity F® (z., ) in our example.

F{ My}

cor (F{m} ,

Let us relate these results to some real worldegllihe two-detector intensity interferometer hagaal [1]

(2 _ o2 2(* 2 2 3
Sgnal'? = ¢ bVAlAZ|712(O)| .[O a’(v)n?(v)dv (3)
Wheree is the electron’s electrical chards,is the detector’s electrical bandwidik, A, are the reflector’s areas,
is the detectors’ quantum efficiency at frequemgyhich are assumed to be equal), arisl the photon flux density

at v. Changing to Fontana’s notation and generaliziomgain m-detector intensity interferometer subgroup, each
subgroup will create a signal of

Signal™ =e™, (A - A,)- AF(m)(rl,...,rm)j:am(v)nm(v)dv (4)

In our specific case of a linear, uniformly-spa@aday this signal will be enhanced by the increastedistical
significance found in the many representations8f(Eq. [1]), after correcting for multiply-countedpresentations.
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F ({T1'72’73} '{73'74}) =F 50—
=2F34F 13 + FiadFos + ForofFa + 2Z1,349(0)

N - -

1 21 21 2 1 2 1 2 1 2

4 3 4 3 4 3 4 > 4 @4 3
Figure 2 - The expression for the fifth ordEg,s:34 Evey line segment between tv
points is a first-order correlation function betwetbe two corresponding detectors

A thick line means two passes along the same s$e¢ég. F1.=g*(t;-1,)]. The
circling arrow meangy(z; —7; )= g(0). FunctionsF were used to denothe five

first-order correlation in each of the above terms (dngg). The multiplicity o
each term (two in the above example) is the nurobgossibilities to resrder the
different sections and still get the same finaltoarous line beginning and dimg at
point 1.

2.3. Noise

The noise in an optical intensity interferometed@ninated by “shot noise”, cause by the discretemd electrical
charges [11]. To calculate the noise in a shotend@minated environment one only needs the vesy dider of the
different intensities in the subgroup, so the eggian for the noise (squared) for the two elemeratyacan be well
approximated simply by [11]

(Noise) @ = {1,(t—,))- (1t 7, ©)
We fused Eg. (5) and a result by Mandel [20] torafat similar to Eq. (3):

(Noise)*® = 2e2A&A2(_t|)_V]’[:a2(v)n2(v)dv : (6)
0
This is easily generalized to amelement subgroup of an intensity interferometnagar
(Noisef™ = 26”‘(,0&--.%{_%Jj:am(v)nm(v)dv ; Q)
0

Which will be applied to every new subgroupNbivhich is been considered (pairs, triplets, etc.).

2.4. SNR Calculation Algorithm

Now that we have both signal and noise for all sabgs, we give an algorithm to calculate the SNR cbmplete
N-detector intensity interferometer using the higliundancy of all its subgroups. For theé Haseline signal
F(Z)(vaz) in anN-detector array (capital letters stand for accutmgavariables)

1. For all subgroups{m} = {rl, 7,,7T, T} which contain ¢,n) or translationally symmetric pairs (all
subgroups with d baseline).
1.1.Add signal from fn} to SIGNAL(1d)
1.2.Subtract all correlations ofg} with previously used fn}s from SIGNAL(1d).
1.3.Add (noise§ from {m} to NOISE*(1d)
1.4.Next {m}
2. SNR of d = (SIGNAL) / root (NOISE)
3. NextF function (next separation or next multiple cortiela) from step 1.

Note that if the optical bandwidth is narrow enowghthat bothx andn are constant for all relevamt the resultant
SNR of any subgroup oh detectors is proportional to



SNRoc (Aan)”2. ®)
3. SIMULATIONS AND PROJECTED CAPABILITIES

3.1. Approximation and Comparison Base

In order to check our algorithm for some genergeah we approximated, the first order correlation function
between any two detectors. Sincggp<l we will take it to beg = 1/2 for all pairs, since a properly chosen detec

spacingd should achiev?\gb ~1/2 for maximum dynamic range (photon anti-bunchingeziments may also yield

g =~ -1/2). We therefore substituge= 1/2 in Fontana’s result, so for tesource the signal part of the output of the
intensity interferometer, the excess correlatiénis:

N
[Io _1)1
sy, () ©
(27)"(ce) 2
Inserting Eq. (9) into Eq. (2) gives the approxiethtcorrelation between any two subgroups Nof Since
(2m —1)/2>>((m —1)/2)* already at smatky, in our simulation we used:

)z(n1+mz—1)!—(”h—1)!(mz—1)!/2 (10)
J(2m-1/(2m,-1)!

for the statistical correlation of any one subgrofigizem, with a previously used subgroup of sime To compute
real-world results we used the NSII performancarkg [1]: wavelengthi = 438.4nm, electrical bandwidth = 100
MHz, quantum efficiencyr = 0.2, system efficiency = 0.2, and reflectors aréa= 30 nf, to achieve SNR = 27 for
integration timeT, = 1hr of a star of blue band magnitutie = 0 (i.e. a photon flux density of = 510° photons
m? se¢" Hz). The fact that the technological parameters sgdfws are experimentally verified will also alla®
to correctly allow for all technological improventsrsince 1972.

cor (F

my P

{my}

3.2. Results and Analysis

Since we know that the redundancy of}{in Eq. (9) is highly dependant dN, we investigated the effect of the
guantities in question. Since the quantum efficjenchas a relatively narrow range to change, we caoatiand
change A-n (namely the photon flux density at each detecttr).some non-astronomical applicationsis
controllable, and increasing it will give similagsults to increasing, since what matters is the produatn. In
astronomyn is uncontrolled, and Eq. (8) means a strong ingertd choosing the wavelength in whiglis maximal
for each source. We will therefore use the numtbeefbectorsN and the area of the single reflecfoas the main
variables in our analysis (see Section 4 for disicuson the case when apertufegan no longer be considered
“small”).

In Figure 3 we plotted the SNR of the correlatiandtion for H separation of several offline, multi-detector etan
and uniform intensity interferometers, each withdiierent (but uniform) reflector ared, as a function of the
number of reflectors in the arrdy. The individual reflectors’ area starts at 30as in NSIl) and double the
effective linear size (quadruph at each new plot up to an area of 7680wn a single reflector diameter of ~100m
(similar to current Extremely Large Telescope cqusebut our reflectors are crude light buckets amittelescopes).

A clear change in behavior is evident on the 768plot aroundN ~ 10-20, and a similar, more subtle, change can
be seen on the 1926mlot (nearN ~ 50-60). These plotdo not illustrate technological dependence, being taken t
be the same as those of NSII.

The leftmost point = 2) on the 30r(bottom) plot is the known NSII performance quodhe end of §3.1. The
uniform (on log scale) spacing between all the-medtst points of each plots (#l2) demonstrates the known linear
scaling law of the two-detector intensity interfiexeter with respect to reflectors’ area [1].

The entire 30mplot illustrates the 4.91 fold improvement (ovee th-element instrument) of the SNR of when we
simulated a 100-element intensity interferometecheof them identical to the ones used by NSIl.sTdurve is
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entirely the result of the translational redundasgmmetries of different pairs - there are no olgle differences

if one ignores all higher order contributions.

B SNR vs. Array Size N of Various Apertures[mZ] In One Hour for 01" Magnitude Star
10 g T T T T T T T T

Signal to Noise Ratio

1 1 1
10 20 30 40 50 80 70 80 a0 100
N (number of apertures)

Figure 3. The SNR of different arrays, all using NSII teology, each with
different aperture as indicated, vs. N for a sefg@nga;-a,|=1 in one houfor a stai
of 0 magnitude. Apertures range from 30(as in NSII) to 7680 fn A clear
change in behavior is seen on the 768pint, and a similar, more subtle, chai
can be seen on the 1928 piot (around N=54).

Let us now explain the shape of the upper plotSigfire 3: The overall behavior of all the plotstwiespect tiN is
tapering down with increasinly — the translational symmetry behavior. Apart fréms behavior, the change in
behavior of the 7680frplot implies that a new element becomes imporgaatindN ~ 10 - 20. Since we already
know that the 30Mplot is entirely the product of the usual secondeo correlations (no contribution from high
orders) we shall call that change in behavior asiteon from “two-correlation regime” to "multi-coelation regime".
We will now find the condition in which the conttition of all pairs is equal to that of all next-#dcorrelations, i.e.,

all triplets. In 82.1 we showed that the redundaofcgll subgroups of size is (N _2](N _‘al_az‘) while signal
m-2

from each of these subgroups is proportiona(l/t@n)m, giving a total signal from all subgroups of certsizem:

(N - ZJ(N la, ~ | Aan)” (11)

m-2
Comparing this expression fon=2 (pairs) andn=3 (triplets) will give us amN-A relation determining when one
should see the contribution from all triplets equeathat from the pairs. For the separatio@f- az‘ =1 depicted in

Figure 3, we ge(N - 2)Aan =1 which means that an array with reflector #z&680nf and a 0 magnitude star will

be dominated by triplets wheyi= 15.02, or alternatively, that an array of 15edtdrs will be triplets-dominated for
reflector sizes of 7692fand up. This procedure can be applied to alsokciveen the quadruples start to contribute
even more than the triplets, which happend at29, and quintuplets will contribute more thaa ffuadruplets &\l

= 43, sextuplets will dominate &t= 57, septuplets &l = 71, octuplets aN = 85 and finally nonuplets & = 99.
The end result is such a long exponential rise leat is actually the stacking of all the aboveitdbutions.
Similarly, a transition to triplets domination, ladtugh not as pronounced, can be observed alstidak £ 1920m
aroundN = 54. Now we can explain why no such transition Ihesn observed at the lower area plots, like the*30



-7 -

plot, as the transition point for triplets domiratifor it is atN = 3335, and for the 480nplot the transition point is
atN = 210.

This behavior is almost completely technology-inetegient, but the absolute values are very much teffeby
technology: an estimate for the technological improents since 1972 give, with the scaling laws mive[1], a 40
fold improvement by conservatively changingto 1GHz,« to 0.8,2'to 0.8, and still only one optical channet1.

We choose not to pursue the technological optiarteér here, but we note that a measure to theecaaitsm in our
estimate is the 1969 paper by Twiss arguing thetirtelogy alone could increase the SNR for the tetector
intensity interferometer by a factor of 80 [21].

Dimmer sources affect the result in a way simitasmtnaller reflectors since SNR of any subgrouprdpertional to
(Aan)™. Following Hanbury Brown and Twiss, we define timiting magnitude of the instrument as the maguhétu
where we only get SNR of 3 after one hour of ira¢ign, then the limiting magnitude of the 768000 element
off-line intensity interferometer is slightly motkean the 18 magnitude using the NSII technology, and aboud 14.
magnitudes when the above mentioned conservatolmedogical improvements are considered. At thahtpone
will notice that: (i) Redundancy from translatiorsyimmetry do not depend on the source’s strengtlthis effect
remains and contributes (see the behavior of tinerdmlots of Figure 3). (ii) Redundancy from highader
correlations is highly dependant on the photon fiwand its contribution is negligible for sourcesndier than
magnitude 3 for the ~100m diameter reflectors @3WSIl technology). Virtually all the instrumenttapabilities
beyond this point are due to the shear area ofédflectors and the translational symmetry. (iii)dalculating the
preceding figures were did not include the coroaphic effect (see 84) as it depends also on theessuangular
size and the reflector’s shape, and can thus beechim have a modest impact.

4. CORONAGRAPHY WITH LARGE APERTURES

In what appears to be in some conflict with our patations here, the SNR cannot be indefinitelyeased simply
by increasing the reflector siZe Intensity interferometry is based upon the asgionghat the source is a “point”
source (i.e., smaller than the diffraction limit afsingle reflector). By increasing the reflectdosvery large
diameters one realizes that some stars can norltwegeonsidered as point sources. This effect wesumted for by
Hanbury Brown and Twiss by introducing the partt@herence factori(v) [12] which reduces the observed
correlation for partially resolved sources, candieésobserved correlation altogether for completeplves sources,
and complicates the interpretation considerably(a&} also depends on the size and shape of the source.

Yet, we foresee a way to utilize that effect to advantage for searching and characterizing exisehigh dynamic
range objects, like binaries, multiples and evetraesolar planets: when one observes an extra-ghéaretary
system around sun-like stars one notices thredHestples: the orbital distances of the planetssthe of the star
and the sizes of planets. If we choose a reflesittar between the size needed to resolve the stiatharplanets, we
would find thatA(v) has already significantly reduced the stellanaigbut it has yet to affect the planetary signals
By "using" the partial coherence factor we candalely attenuate the signal from all large scatectures of the
source (which are almost always the brighter stimest), and don't need dynamic range as wide asehefdich
means that our instrument is now also a coronagrapts quality of the large-aperture intensity nféeometers
enables one to apply coronagraphy to stars otteer the Sun, and to do it from the ground. We glatfifat this
effect will reduce the signal from object scalessel to- and larger than- the diffraction limit bétsingle dish, and
not from object scales close to the diffractionifiof the baseline.

For example, for a 7680nsquare shaped reflector observing a star likestheat a distance of 10pc, the partial
coherence factor of 0.72 reduces the pair-wiseetaion (stellar signal) by 28%. This modest attgimn can be
enhanced by considering elongated or rectangufiacters. It doesn’t matter which side is longerlasg as the
round symmetry of the object is not broken. For shene reflector area, this setup will reduce theqmrelation
stellar signal by a factor of ~2.5 for an aspetibraf 1:4 in the reflector. From that behaviortbé partial coherence
factor, one concludes that there must be two exresflector shapes: one which minimizes the padidderence
factor (and thus maximizes the coronagraphic éffaod one which does the opposite — maximizes tréap
coherence factor (and minimizes the coronagrapifécty. These shapes depend on the source’s shapean be
computed for a uniform, circular source by variatibcalculus by minimizing (maximizing) the expriess for A(v)
given in Appendix 3 of [12] for a two-detector intbty interferometer. One then must ask what walbjpen to the
third and higher-order correlations when largeeetfirs are used. We only made initial calculatimhich seem to



-8-

indicate that the multi-aperture coronagraphic ctffis far more pronounced, perhaps by orders of nihadg,
compared to that obtained with two apertures. Redewnterest in intensity interferometry might jistadditional
development of this subject.

5. CONCLUSIONS

We presented an algorithm for the improvement ef $NR of an evenly spaced off-line multi-detectatensity
interferometer by utilizing its very high redundgn®Vve showed that by stacking many contributionghim multi-
correlation regime the SNR of such an array scapgsoximately exponentially witiNAan) (fig. 3 top curve). We
demonstrated the algorithm on the simplest tm(fv‘[z) but the generalization to triple and higher catieh is

straightforward. We showed that translational symmyninproves the performance of the instrument bgaor of
about five, and that multi correlation can furtheprove that performance significantly (a total nmgement of
more than 190-fold), under the investigated coadgi This improvement is made possible by ther@flirocessing
of the data that allows us to “use” each photoresvtimes and thus to alleviate the low intrinsensitivity of
intensity interferometers, to achieve a limiting gniéude of about 14.4 magnitudes, when using l@frenht,
7680nt each, conservatively technologically improved wrrdeed, off-line processing of the data enalies
reconstruct the whole complex correlation functi@am N-1 points) from a single observation run by usidlg a

available (M ({m}) Since the number of detectd¥ss expected to be at least few dozens, th&)(coverage will

be good enough to reconstruct an optical interfetomimage with resolution in theas range (100 elements, each
100m in diameter meansnanimum baseline of 10Km) without having to fit the visibjlcurve to some model. In a
parallel paper [22] we discuss further implicati@msl uses of the proposed instrument, which gresthance the
scientific productivity of the instrument..

When intensity interferometry was first introdudedvas believed that all phase information is l@std one cannot
hope to reconstruct a true image using intensitgriarometry. Today there exist many different alipons to

reconstruct both amplitude and phase informationhis context we presented our algorithm for thpriovement of
the SNR, and believe that this algorithm is not dhéy one possible. An intensity interferometryagrivhich can

record all information and process it later on véllow the application of any new algorithm to allevious

observations.

Contemporary astronomy is plagued by the needye batical surfaces smooth and distances fixedftacion of
the wavelength. Multi-detector optical intensitydarferometry offers a way out of this restricti@ven if not for the
faintest of objects. After 35 years, results otedinvith intensity interferometry are still the staf the art in terms
of resolution and wave length. The main drawbacknténsity interferometry is sensitivity, but usitige above
hardware and software improvements and scaling tmesunderstands that a multi-detector array cbaldsed as a
present day technique answering present day qnestiod indeed deserves another review.

This work is based upon a master’s thesis by Ar [28] who can be reached at avivofir@wise.tau.a®iarts of
this work were supported by the European Interfetoyninitiative through OPTICON (an EU Framework VI
program).
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