Investigating the Mechanism of
High Temperature
Superconductivity by Oxygen

Isotope Substitution

FEran Amit



Investigating the Mechanism of
High Temperature
Superconductivity by Oxygen

Isotope Substitution

Research Thesis

In Partial Fulfillment of the
Requirements for the

Degree of Doctor of Philosophy

FEran Amit

Submitted to the Senate of the Technion - Israel Institute of Technology
Shebat 5771 HAIFA January 2011



The Research Thesis Was Done Under The Supervision of Prof.
Amit Keren
in the Faculty of Physics

Acknowledgements

[ am grateful to Amit Keren for his excellenct guidance.

Thanks to all the ”corridor members” and especially Oren, Rinat
and Yuval who guided me at my first scientific steps.

It is a pleasure to thank my parents for all the encouragement and
support over the years.

I owe my deepest gratitude to my wife Calanit, for all her love and

help which made this work possible.

The Generous Financial Help of the Technion is Gratefully
Acknowledged



Contents

Abstract
Symbols

1 Introduction
1.1 The cuprate superconductors . . . . . . ... .. ... . ... ...
1.1.1 Superconductivity . . . . . ... ..o
1.1.2  Cuprates phase diagram . . . . . . . ... ... ... ....
1.1.3 Quantification of the doping process . . . .. .. ... ...
1.2 CLBLCO . . .. . e
1.2.1  The different families . . . . . . .. ... ...
1.2.2 Scaling . . . . . . ..
1.3 Theisotopeeffect . . . . . . . . ..o
1.3.1 Isotope effect theories. . . . . . . .. ... ... ... ....

2 Experimental methods
2.1 Samples preparation . . . . .. ...
2.1.1 The enrichment system . . . . . .. .. .. ... ... ...,
2.2 Superconducting quantum interference device . . . . ... ... ..
2.3 Nuclear magnetic resonance . . . . . . . ... . ... ... ... ..
2.3.1 The basic concept . . . . . . ... L
2.3.2 Relaxation of nuclei in solid . . . . ... ... ... .....
2.3.3 Hamiltonian of quadrupole nucleus . . . . . ... ... ...
2.3.4 NQR of planar oxygen in CLBLCO . . . . .. ... ... ..
2.4 Improving the limited oxygen isotope effect precision . . . .. . ..
2.5 Muon spin rotation . . . . . ... oL

3 Results and Discussion
3.1 The different oxygen sites identification . . . . . . . .. .. ... ..
3.2 Field sweep lines of CLBLCO . . . . . . ... ... .. ... ....
3.3 Translating the oxygen density into number of holes . . . . . . . ..
3.4  The role of inhomogeneities in CLBLCO . . .. ... ... ... ..
3.5 The oxygen isotope effect . . . . . . . .. ...

4 Conclusions
4.1 Cuprates phase diagram . . . . . . . .. .. ... ...

15
15
15
17
18
18
21
23
26
29
30

33
33
39
43
46
48

50



CONTENTS iii

4.2 Oxygen isotope effect in cuprates . . . . . ... .. ... ... ... 54
5 Appendix 56
5.1 The effect of non-ideal pulse on the spectrum . . . ... ... ... 56
5.2 Frequency step and sum method . . . . . . ... ... ... ... 60

5.3 Examination of the lanthanum signal . . . . . . .. ... ... ... 62



List of Figures

1.1
1.2
1.3
1.4
1.5
1.6

2.1
2.2
2.3
2.4
2.5
2.6
2.7
2.8

3.1
3.2
3.3
3.4
3.5
3.6
3.7
3.8
3.9
3.10
3.11
3.12
3.13
3.14
3.15

4.1
4.2
4.3

5.1

Typical cuprates phase diagram . . . . . . .. ... .. ... .... 6
Unit cell of CLBLCO . . . . . . . ... .. .. ... ... .. .. 9
CLBLCO phase diagram . . . . . . . ... ... ... ... ..... 10
CLBLCO scaled phase diagram. . . . . . . .. ... ... ...... 11
Copper NQR vs. oxygen density in CLBLCO . . . ... ... ... 12
The oxygen isotope effect . . . . . . . . .. ..o 13
The enrichment system . . . . . . . .. .. ... ... .. 16
Verification of the isotope percentage . . . . . . . . ... ... ... 18
SQUID measurements . . . . . . . . . ... ... 19
Theoretical NMR line . . . . . .. ... .. .. ... ... ...... 24
Graphic description of the theoretical line . . . .. ... ... ... 25
Planar copper and oxygen electronic orbitals . . . . . . ... .. .. 28
Phase diagram of (CagLagg)(BajesLagss)CusO, . . . . . .. .. 29
AFM phase transition . . . . . ... ... 32
NMR peaks of different oxygen sites . . . . . . .. ... .. ... .. 34
T, measurement . . . . . . . . ... 34
Temperature dependence of the NMR peaks . . . ... . ... ... 36
Temperature dependent shift of the central transition . . . . . . .. 37
Planar oxygen shift vs. temperature . . . . . . .. ... .. ... .. 38
NMR lines of CLBLCO samples . . . . . . . ... ... ... .... 40
NMR lines of x = 0.1 samples . . . . . . . . .. .. ... ... ... 41
NMR- fitting the data . . . . . . . .. ... ... L. 42
The number of holes vs. oxygen density . . . . . . . ... ... ... 44
Identifying yny . - . . . o o o 45
The new CLBLCO phase diagram . . . . . ... ... ... ..... 45
Room temperature NMR lines of different CLBLCO samples . . . . 46
Line broadening of different samples due to inhomogeneities . . . . 47
Raw data of the AFM phase transitions of the isotopes . . . . . .. 49
The OIEon Ty . . . . . . . . o 49
CLBLCO scaled phase diagram . . . . .. .. ... ... ...... 52
Generic phase diagram . . . . . .. ... .00 53
Oxygen isotope effect in Y, Pri_,BasCusO7_s . . .. .. ... ... 55
Field sweep spectrum of FID sequence . . . . ... ... ... ... 58

v



LIST OF FIGURES A\

5.2
5.3
5.4
5.9

FID spectrum for different pulses lengths . . . . . . .. ... .. .. 59
FSS of field sweep spectrum . . . . . . ... .. ... 61
NMR lines at different frequencies . . . . . . . . . . ... ... ... 63
The ¥Lapeak . . . . . . ... .. ... 64



Abstract

The phenomenon of high temperature superconductivity, discovered in cuprates
more than 20 years ago, attracts many experimental and theoretical efforts. Com-
mon properties in the phase diagrams and other physical properties of dozens of
compounds suggest that the mechanism of superconductivity in all cuprates is
the same. One of the big challenges is isolating the properties related directly to
superconductivity from the unique material properties. In this work we approach
this challenge by measuring the physical response of materials to relatively small
chemical changes. We show that these perturbations are small enough and there-
fore the change in the physical properties can be attributed to small changes in

the Hamiltonian describing the system.

In the first part of this work we explore the critical doping variations in cuprates.
These are the doping levels at which the compound ground state changes its nature
(from an antiferromagnet to a spin glass to superconductor to metal), and they
were found to be non-universal. We investigate the origin of these variations by
measuring the in-plane oxygen p, hole density in the CuO, layers as a function of
the oxygen density y in (Ca,La;_;)(Baj 75—,Lag 25+,)CusO, (CLBLCO). This is
done using the oxygen 17 nuclear quadrupole resonance parameter vg. We compare
compounds with z = 0.1 and 0.4 which have significant critical y variations and
find that these variations can be explained by a change in the efficiency of hole

injection into the p, orbital.

The second part of this work is the measurement of the way oxygen isotope sub-
stitution affects the Néel temperature. Since isotope substitution is probably the

smallest perturbation that can be applied in condensed matter physics its results
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are expected to provide strong experimental constrains on superconductivity the-
ories. We choose to measure the isotope effect in (Cag1Lagg)(Bay gsLag.ss)CusO,
which allows to exclude the contribution of a change in the number of holes to
the effect. We use pSR and find the absence of oxygen isotope effect on the Néel

temperature.

Our first finding, that the critical doping levels are global when the right physical
parameter is used, has two direct implementations. The first conclusion is that
fictitious effects can be caused if the doping is described by non-physical parameter
(for example- the chemical parameter of cation number in the molecular formula).
This conclusion is also common to our isotope effect measurement: The isotope
effect in cuprates can be described as a change in the number of holes, and therefore

should not be used to explain the superconductivity mechanism.

The second implementation comes from a better understanding of the CLBLCO
phase diagram. In the transition from four distinct phase diagrams into one uni-
versal curve we use only measured parameters. The scaling process shows that the
maximum T, is determined by the planar antiferromagnetic energy scale of the

parent compound.
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Chapter 1

Introduction

1.1 The cuprate superconductors

1.1.1 Superconductivity

Superconductors are materials which below a certain temperature have a phase
transition into a state characterized by two important properties: They have abso-
lutely no electric resistance, and they expel magnetic fields. This phase transition
has been observed since the beginning of the 20th century in many elements and
materials. The transition has taken place in a range of temperatures, the highest
reaching about 45 degrees Kelvin. In 1957 Bardeen, Cooper and Schrieffer pub-
lished their theory [1] of superconductivity. During the 80’s of last century new
materials were discovered called copper oxide high T. superconductors (cuprates)
[2]. In these materials the critical temperature can be higher than the conventional
SC. Today we know about materials with a T, of about 140K (under pressure)[3].
The cuprates have many other properties which are different from conventional
SC, besides having a higher critical temperature. This causes people to believe
they have a different mechanism responsible for superconductivity- but this mech-

anism is still unknown. In order to solve this mystery many experiments were

4
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done over the past three decades, and in the process many new techniques were

developed and new HTSC found and explored.

1.1.2 Cuprates phase diagram

The cuprate superconductors are ensemble of dozens of HTSC which have some
common properties. The basic character of these materials is the existence of cop-
per oxygen planes in their unit cell. The number of these planes changes between
the different cuprates. The oxidation number of the atoms in the CuO, can be
controlled by changing the molecular formula (this process is called ”doping”).
Doping changes the chemical and physical properties of the material. Most of
the compounds are doped by adding holes ("P type”), while some are doped by
electrons ("N type”); we shall not discuss them from now on. There are several
critical doping levels in the phase diagram of the cuprates at which the ground
state changes (see Fig. 1.1). The first critical doping level is when the long range
antiferromagnetic order of the undoped parent compound is destroyed and re-
placed by a spin glass state; next superconductivity emerges; then the spin glass
is destroyed; and finally, superconductivity is destroyed and replaced by a metallic
state. These critical levels exist in the phase diagram of all cuprates which can be
doped over a wide range such as Lay_,Sr,CuO4 and YBayCusO,, but they vary
between compounds. The cuprates phase diagram is even more complicated and
includes other phases (like the pseudogap), and it is still under investigation. Sev-
eral attempts have been made to construct a universal phase diagram [4, 5, 6, 7, §]

but thus far only partial diagrams, of only one or two phases, have been achieved.
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Temperature

Doping

FiGure 1.1: Typical cuprates phase diagram

1.1.3 Quantification of the doping process

In order to describe the doping process qualitatively, the material can be described
as planes of CuQOs linked to a charge reservoir. The chemical potential of the elec-
trons in the plane is equal to the reservoir’s chemical potential. When the reservoir
ingredients are changed (the molecular formula is changed), the number of holes
in the reservoir is changed, and as a result- the number of holes in the planes is
changed. There are two ways to change the number of holes in the reservoir: addi-
tion of oxygen atoms (which induce holes, like in YBCO) or changing the cations
composition (different cations have different oxidation levels, like in LSCO). The
doping process is very difficult to described quantitatively because it involves many
different electronic orbitals and energies even in the tight-binding approximation.
The LSCO unit cell contains only one CuQO, plane surrounded by cations and oxy-
gen atoms. Under the assumption that the oxidation level of oxygen is always -2,
the number of holes per CuOs is directly calculated from the distributions of the

La and Sr (the oxidation level of La is +3, Sr is +2). Tallon et al. [9] calculated
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the number of holes using bond valance summation technique. They concluded
that the number of holes per CuO; in optimally doped YBCO is 0.16, the same

as LSCO. They also proposed a scaling formula for T, vs. number of holes [10]:

1—T./T"" = 82.6(p — 0.16)° (1.1)

where p is the hole concentration per CuO,. The above semi-empirical formula
describes successfully many different cuprates, and therefore it was accepted that

the optimal doping is about 0.16 holes per CuQOs,.

Early experimental works in cuprates showed that in the doping process holes go
primary to the oxygens (for example [11]). Eventhough the holes are induced in
several different atomic orbitals the doping is usually described by an effective
one-band model. This was justified by Zhang and Rice which explains that the
holes create singlets hybridized from a copper atom and the four surrounding
oxygens[12]. This model assumes that only one physical parameter is needed in
order to describe the doping process: the number of holes per CuO, unit. This is

also in agreement with the latter formula described in Eq. 1.1.

This description with a one relevant parameter may be oversimplified. Some re-
searches (for example [13, 14]) have shown that the charge distribution in the
different electronic orbitals affects the materials characteristics. These orbitals are
the copper 3d,2_,2, 3d.2_,> and 4s, planar oxygen p, and apical oxygen p, and
their hybridizations (see Fig. 2.6). Chmaissem et al. [16] claimed that the value

of 0.16 holes at optimal doping is wrong, even in the BVS calculations framework.

Another point which is usually ignored is the number of holes in the parent com-
pound. It is well accepted that there is a strong coupling between the planar
copper and surrounding oxygen atoms [12] and holes create singlets by mixing
copper and oxygen electronic orbitals. On the contrary, the parent compound is

described as an AFM where the planar copper oxidation level is +2 (one hole in
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the 3d,2_,2 orbital) and there are no holes in the oxygen orbitals. Simple numeri-
cal analysis shows that the copper oxidation level should be about +1.8 (0.8 holes

per copper) and -1.9 for oxygen (0.1 holes) [17].

In addition to the semi-empirical BVS calculations several experimental techniques
were used in order to identify the number of holes: 1. Thermopower and Hall effect
[18]. 2. X-ray absorption spectroscopy [19, 20]. 3. Precise measurements of the

c-axis [21]. 4. Nuclear quadrupole resonance [17].

One disadvantage common to all the above techniques is that they measure the
relative number of holes and not the absolute number. In order to get absolute
values it is assumed that all the materials behave as LSCO and according eq.1.1.
Even in ref.[17], where absolute holes number are presented, some arbitrary choices

were made in order to get the 0.16 concentration at optimal doping.

Comparison of the exact doping level of different samples of the CLBLCO com-
pound was my first project. In the next section the unique properties of this

compound are described.

1.2 CLBLCO

1.2.1 The different families

This substance has the chemical formula:

(Oa':cLal—x) (Ba1.75—:cLa0.25+x)Cu30y

The unit cell is made of three cuboid cells [15, 16]. In the center of each cube
there is a cation (similar to YBCO). The first bracket in the molecular formula
defines the cation in the middle cell and the second defines the cations in the top

and bottom cells. The parameter x in the molecular formula specifies the cations
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FIGURE 1.2: Unit cell of CLBLCO

make-up. In CLBLCO there are three planes of copper and oxygen- two planes
of C'uOs in both sides of the middle cell, and a third plane containing copper and
oxygen in a different ratio which depends on the value of y. The oxygen density,
y, varies from about 6.4 to 7.3. This oxygen density variation dopes the samples,

as discussed in the previous section.

The total positive charge of the cations is constant (calcium and barium have the
same oxidation level, and one can see from the molecular formula that their total
amount does not change), but when x grows- the positive charge between the two
CuQ, planes decreases, and it transfers outside of the planes. We use four values
of x - 0.1, 0.2, 0.3 and 0.4 (by taking different amounts of materials to make
the different samples). Each value of x defines a family- for which we can create
samples with a range of different y values. The physical properties of the samples
depend on both variables- as we can clearly see from the phase diagram. There
are systematic changes between the different CLBLCO families. The highest T,
varies as a function of x: The change in T is about 30% between the z = 0.4
family (T7** = 81k) and x = 0.1 (T* = 57k). The highest Néel temperature

(TRe*) also increases as a function of x.
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Ficaure 1.3: CLBLCO phase diagram
The four different (Ca,La;_,)(Bay 75—,Lag .25+, )CusO, families: x=0.1, 0.2, 0.3
and 0.4. T., Ty, T and T* vs. oxygen density.

1.2.2 Scaling

Due to the systematic behavior of CLBLCO, the four different phase diagrams in
Fig. 1.3 can be reduced into one unified diagram in three steps [22, 23, 24, 25, 26]:
1. Extracting the values of the in-plane AFM coupling J from Ty for each family
by dividing out the interplane coupling contribution. 2. Dividing J, Ty, and T,
of each family by T of that family. 3. Stretching the oxygen density axis for
each family around its value at T (y,,4.), namely, introducing the quantity
Apym = K(2)(Y — Ymaz), where K = 0.76,0.67,0.54,0.47, for the x = 0.1 to 0.4
families respectively. The resulted scaled phase diagram is shown in Fig. 1.4. It is
important to mention that the K’s ratio between the x = 0.4 and x = 0.1 families

is 1: 1.62, a number that will rise again in the results section.

It was speculated that the horizontal stretching in the scaling process is needed be-
cause the number of planar holes for a given oxygen density, v, is family-dependent
(z-dependent). There were several attempts to find a relation between the num-

ber of holes in the CuO, plane and oxygen density of CLBLCO. Chmaissem et



Chapter 1 Introduction 11

% T T T T T T T T T T T
20r ;% = ® 01 » 03]
¢ §% {, ¢ 02 = 04]]
15 =~ ; i
x TN § §
: i ?% i
o 10 ;%
= 7 =
=12+
I»:“‘ L
0.8 F o
04r Tg *Q’
0.0 " 1 " 1 " 1 " 1

06 -05 04 -03 -02
AP=K(X)(y-y_ )

max

FiGure 1.4: CLBLCO scaled phase diagram.
The scaling process is described in the text [23].

al. used BVS calculations based on structural parameters determined by neutron
diffraction [16]. Keren et al. [27] measured the in plane Cu NQR parameter
%o which is shown in Fig. 1.5, and Sanna et al. experimented with x-ray fine
structure [19]. The conclusion of these researches was that there are two types of
holes in the planes, and only the "mobile holes” participate in the SC. According

to this scenario the K'’s values are the fraction of mobile holes of the total number

of holes.

1.3 The isotope effect
The isotope effect is usually described using the isotope exponent « via the relation
T, o< M™% (1.2)

where T, is a phase transition temperature and M is the isotope mass. In many

conventional superconductors «, (the isotope effect on T.) was found to be very
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F1GURE 1.5: Copper NQR vs. oxygen density in CLBLCO
53Cu NQR frequencies in CLBLCO for different values of x and v, taken from
[27]. The different lines’ slopes are similar, which indicates that the number of
holes is family independent.

close to 0.5 [28, 29]. The explanation of this « in terms of Cooper pairs glued by

phonons was one of the triumphs of the BCS theory for metallic superconductors

[1].

In cuprates the isotope effect is much more complicated and « is not single valued
and varies across the phase diagram. Each phase has its own a. The consensus

today is that in YBCO like compounds, close to optimal doping,

%t = 0.018 + 0.005, (1.3)

which is very small but non zero [30]. On the superconducting dome «.. gets bigger
as the doping decreases [31, 32]. In the glassy state fewer data is available, but it
seems that the isotope effect reverses sign and o, becomes negative. In extremely
underdoped samples, where long range antiferromagnetic (AFM) order prevails
at low temperatures, data is scarce, controversial, and with relatively large error
bars 30, 33]. The most recent measurements of Y,Pr;_,BayCu3O7_s are plotted
in Fig 1.6. It was found that ay = 0.02(3) in the parent compound [30]. There
are also several theories dealing with the variation of o along the phase diagram

as described below, but since «. and ay are within an error bar of each other one
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F1GURE 1.6: The oxygen isotope effect
The oxygen isotope effect on T, Ty and T, in Y;_, PryBasCusOr_5. In the SC
phase « is positive, in contrast to the AFM and SG phases. Taken from [30].

cannot contrast these theories with experiments. In particular, it is impossible
to tell whether the same glue that holds the spins together holds the cooper pair
together, or not. Increasing the accuracy of the IE on the Néel temperature will

shed light on the role of isotope substitution.

1.3.1 Isotope effect theories

Changing the phonons frequencies: Many efforts were made to adapt the
BCS scenario to cuprates, for example by adding mass-dependent term in the
phonons-electrons coupling energy [35, 34]. Another theory related to a lattice

movement is the creation of polarons [32].

A change in the zero-point motion: An isotope substitution may cause
a change in the effective electronic Hamiltonian, as discussed by D. S. Fisher et
al. [36], by changing the hopping term ¢. ¢ represents the chance of an electron
hopping from a copper ion to another copper via an oxygen ion. Substituting the

oxygen atom for its isotope changes, for example, the buckling angle, the vibration
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frequency parallel and perpendicular to the Cu-O bond, and the Cu-Cu distance.
All of these affect the hopping term. In the article above the authors estimated
the change in T, due to the change in the vibrational frequency in YBCO to be:
a’? ~ 0.01.

Affecting the doping process efficiency: The model of holes reservoir con-
nected to the SC planes was described in section 1.1.3. Kresin and others [34, 37]
have offered that the charge transfer through the apical oxygen involves a non-
adiabatic process. The apical oxygen hops between two quantum states: better
overlap with the planar copper or the chains copper. Changing the nucleus mass
affects this hoping ratio and therefore the efficiency of hole transfer through the

apical oxygen.

Affecting the superfluid density: Recent theoretical calculations show that
the superfluid density can be affected by the isotope substitution purely from
conservation of the total number of phonons states. This happens when there is
a weak coupling between phonons and the electronic wavefunction [38]. In this
model the isotope effect does not change directly the SC order parameter or the

critical temperature.
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Experimental methods

2.1 Samples preparation

The samples are prepared by solid state reaction. Raw powders are machine
milled and baked in air at 950 °C for one day and re-grounded repeatedly 3 times.
Then the powder is pressed into pellets, and the pellets are sintered for 65h in
flowing oxygen at 965 °C, and cooled at a rate of 10°/h. Afterward, the samples
are taken into the enrichment system, as described in the following paragraph.
The different oxygen content (of the enriched samples) is achieved by reduction
in a tube furnace. It is done in flowing gas (oxygen or nitrogen) environment
at a chosen diffusing temperature for 48h, after which the sample is quenched.
We use different diffusing temperatures in order to get different oxygen densities.
This density is measured by either iodometric titration (described in [39]) or by

comparing the samples T, (measured with SQUID) to the phase diagram.

2.1.1 The enrichment system

In the oxygen isotope enrichment procedure the samples are weighed and put in

a furnace, which is then evacutaed and sealed. Gas enriched with the desired

15
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Recovery cylinder

Vacuum gauge
170 cylinder

FIGURE 2.1: The enrichment system

isotope, either 20 or 170, is released into the tube with the sample. The tube
is sealed again, and heated to 520°C for 5 days, cooled to 320°C for 5 days, and
then cooled to room temperature. The final isotopic fraction in the sample is equal
to the initial number of isotope atoms in the gas divided by the total number of
oxygen atoms (in the gas and the samples). After the enrichment process is over,
some of the gas (which contains isotope) can be trapped by opening the tube to a

recovery cylinder. The cylinder is put in liquid nitrogen- so its pressure is reduced

—7 liter
0 sec

and it pumps the gas. The leak rate of the system is about 20%‘;’" or0.5-1

(the system volume is about 1.3liter).

The amount of isotope in the samples used for the uSR were checked after the
experiments. Small piece of the sample was heated at a constant rate and the
molecules desorbed were analyzed using mass spectrometer. Typical data is pre-
sented in Fig. 2.2: The green, red and blue lines represent molecular mass of 36,
32 and 34 g/mol, respectively. Those molecules are composed of Oy with two 80

atoms, two %0 atoms and one atom of each isotope, respectively. The horizontal
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axis shows the time from the beginning of the measurement (which can be trans-
lated into the sample temperature), the vertical axis is the ionic current intensity
(which is proportional to the number of ions). From the ratio between the areas

under the graphs, the isotope fraction in the sample can be calculated:

o Ase + 0.5A34
Ase + Asgy + Aso

d18 (21)

where A, is the area under the graph of the molecule with molecular mass m
g/mol. Before the uSR measurements the isotopic fraction of **O was about 80%,
but when we measured the samples after the experiments it reduced to slightly

above 70%.

2.2 Superconducting quantum interference de-

vice

The SQUID measures the change in magnetic flux in a loopinduced by a move-
ment of a sample. The magnetic moment of the sample can be calculated from
the change in the junctions current. We use SQUID to find the SC phase transi-
tion temperature: Above T. the sample is paramagnetic, with a small magnetic
moment parallel to the external magnetic field. Below T. the sample becomes
diamagnetic: the magnetic moment is bigger and antiparallel to the external mag-
netic field. In Fig. 2.3 the magnetic moments of four samples of the x = 0.1 family
are shown. In the small inset their locations in the phase diagram, extracted from

the measured T., are marked.
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FIGURE 2.2: Verification of the isotope percentage
The deposited oxygen molecules from a samples. The green, red and blue lines
represent molecular mass of 36, 32 and 34 g/mol, respectively. This graph shows
that the 80 isotope fraction in the samples is bigger than 70% (see text).

2.3 Nuclear magnetic resonance

2.3.1 The basic concept

NMR is a method used to measure the local electro-magnetic field at a nucleus
site[40, 41, 42]. Tt measures the magnetic flux created by nuclei while they move

from one quantum energy level to another. The Hamiltonian determining the
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FIGURE 2.3: SQUID measurements
Magnetic moments of the SC samples of the 0.1 family at a field of -5G. At the
transition temperature the magnetic moment goes to zero. The oxygen density
values were obtained from the known phase diagram, as can be seen in the small
inset (the four samples are marked).

energy levels (without terms irrelevant for our experiments) can be written as[43]:

HNMR = HZeeman + %Quadrupole (22)

The first term Hzeeman = —7I.Ho[l — 0] is the Zeeman Hamiltonian related to
the external magnetic field Hy into which we put the sample and 7 is the nuclear
gyromagnetic ratio (which is v = 5.77 MHz/Toxygen for 70). I, is the nuclear
spin component parallel to the external magnetic field. The shift tensor, o, is in
the order of 107 or less. There are two main contributions to this tensor: The

Chemical Shift and the Knight Shift.

The Chemical Shift is the change in the NMR frequency caused by electrons in
the inner atomic shells. Electron currents in the orbitals around the nucleus are
induced due to the external magnetic field and change the local magnetic field.

The Knight Shift is created by polarization of the conducting electrons in response
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to the external magnetic field. This shift is about an order of magnitude bigger
than the Chemical Shift, and it is proportional to the density of states near the

fermi level.

The shifts tensor can be diagonalized in its principal axes system. Using the
definitions: o; = (ky +ky +k.)/3, Oaniso = (ky —kz)/2 and 04, = (2k, — k, — k) /6

the energy splitting between levels are:

AE = hyHy[l — 0; — 042(3c08*(0) — 1) — Oanisosin®(0)cos(2¢)] (2.3)

Here the angles are defined in the principle axis of the shifts tensor. In the
CLBLCO system both 4,50 and 0., are in the order of 1076 or less and therefore

negligible.

In an experiment a sample is placed in a strong magnetic field which splits the
nuclear energy levels, as described in Eq. 2.3. This splitting creates magnetic
moment of the nuclei parallel to the Zeeman field (assuming equilibrium and using

the Boltzmann factor). In this section this moment will be described classically.

When magnetic pulse is applied in direction perpendicular to the Zeeman field, at
the resonance frequency, the nuclear spin effectively feels only the varying field.
This simple resonance concept is described in details in the literature (for example-
40, 41, 42]). The nuclear magnetic moment, the spin, will precess around the
magnetic field direction in frequency vH;. The applied magnetic field strength,

, %tm are chosen to fulfill the requirement vHt, = ,

H,, and the pulse duration
and therefore after the pulse the spin will lie in the plane perpendicular to the
Zeeman field direction. The spin feels magnetic field (Hp, in the z direction)
and therefore it precesses at frequency v. In conventional NMR this precession
is detected by a coil: Due to Faraday law the spins precession induces electric

current in the coil, which is amplified and measured. This NMR signal is basically

the applied current as a function of time. Fourier transform of the data gives the
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value of v (using Eq. 2.3):

The resulted NMR shift v — vHj, will be proportional to the external magnetic
field. In order to compare measurements at different fields (and therefore different
resonance frequencies) the results are presented as a function of ppm from a known

reference. We use ppm from oxygen in water:

Vg — vV

10° (2.5)

ppm =
o

where vy = v7Hj is the water resonance frequency.

The oxygen line is much broader than the frequency window that can be measured
at a given magnetic field and therefore field step spin echo integral spectroscopy
is used ([44] and Appendix 5.2): the frequencies are kept constant while sweeping
the external magnetic field. For each field spin echo sequences are summed and
then Fourier transformed. The intensity as a function of the external field /(H)

is the integral over the real part of the FT.

2.3.2 Relaxation of nuclei in solid

When experiment is done, the spins do not precess in vacuum and therefore the
signal will decay. The first relaxation mechanism is the energy loss of the nuclei
to the lattice which allow them to return to the equilibrium state (in the classical
description the spins rotate back to the z direction). The parameter T3 (or the
rate Til) describes the typical relaxation time. The magnetization of the sample

along z will recover as

M.(t) = M.(0)[1 — e 7] (2.6)

The second relaxation mechanism is due to the fact that the precessing frequencies

of the spins are not identical: after a typical time 73 the spins lose coherence.
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The different frequencies are caused by different local fields, either because of
intrinsic induced field distribution or non-uniform external magnetic field. The

__t_
magnetization amplitude will decay at the rate e "2 .

In pulse NMR the data is an average over many sequences results, i.e: after /2
pulse the data is collected, then another 7/2 pulse is applied, the data is collected
again and so on. The time that passes between the end of the data collection
and the next pulse is called repetition time (¢.). In our experiments it is much
longer than the data acquisition time. For accurate measurements the common
repetition time is ¢, = 5T} after which 99% of the magnetic moment along the
z-axis recovers (from Eq. 2.6). If less accurate experiments are performed using
shorter t,., for the same time window t;,,, there are more sequences (more data is
collected). Since the signal to noise ration intensity goes like the square root of

the number of sequences N, the total intensity is:

[t _tr
[total = \/N : Ipulse X tto_tal[l —€ ;1}

where 1,5 is the intensity of a single pulse sequence and we use the magnetization
recovery described in Eq. 2.6. The repetition time that maximize the intensity can

be found by a simple derivation:

8]total Tile_Til TV tr %t;§[1 - e_Tl]
=0 =0
ot, t
t"’ — 1 — T
r=—; ze —5[1—6 ]=0 — 2z=¢"-1 (2.7)
1

Numerical solution of Eq. 2.7 yields ¢, = 1.25T}.

In many experiments different nuclear sites can be observed simultaneity. If T of
one of the sites is much shorter than the other sites, short enough ¢, will reduce the
signals of all other sites compared to the selected site (their spins are not recovered

between sequences).
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2.3.3 Hamiltonian of quadrupole nucleus

Quadrupole nucleus such as 7O can be viewed as a non spherical charge distri-
bution whose energy depends on its orientation with respect to the local electric

fields. The quadrupole hamiltonian is given by

eQVz

TRl 1) (317 —I* +n (I} - I)] (2.8)

%Quadrupole =

where I is the nuclear spin operator in the 5/2 representation, and eQ is the 7O
quadrupole moment. The second term is written in the electric field gradient sys-
tem representation where the EFG tensor is diagonal, V,, = %27‘2/ is the EFG largest

eigenvalue, and n = (V,, — V,,)/V., is the EFG asymmetry. The quadrupole fre-

QVZZ
4I(2I-1)"

quency, Vg, is defined as vg = In the limit of small quadrupole frequency
compared to vAH and using Eq. 2.8, the energy difference between two nuclear
spin states AE,, ,,,_1 is given by [43]:

ABp o 1 = vhH[1—0y —hVQ[%(3cos2(9)—1)—%7731102(9) cos(?qb)](m—%) (2.9)

where m is the nuclear spin component parallel to the external (Zeeman) magnetic
field, and 6 and ¢ are the angles between z and the external magnetic field. A
resonance occurs when the frequency f,, (H,vg, 04,1, ¢,0) = AE,,_m_1/h equals
the applied frequency f. In powder, all possible orientations and line broadening
must be taken into account. Therefore, the spectrum is given by

5/2 7 (ef=op? _
I(H) = / dole” 57" / dhe . (2.10)
0

:—3/2

: /dm(fm(ﬂ, VG, 05,1, 0,0) — f)

The line broadenings in our experiments have typical values of Avg < 0.2vg and
Ac; = 0.0020;. W (m) represents the weights of the different transitions and is

taken as fit parameter. All five transitions and the total NMR line defined in
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FIGURE 2.4: Theoretical NMR line
The five different transitions lines and the resulted oxygen 17 NMR line. Field
sweep line at a frequency of 36.525MHz, vy = 1 MHz and n = 0.33. The arrow
marks the transition which appears in the graphic demonstration of the fit
(Fig. 2.5). In the inset: Theoretical plots of samples with different v (top lines)
and different 1 (bottom lines), as explained in the text.

Eq. 2.10 are plotted in Fig. 2.4. The high field side of the theoretical lines for
vg = 0.95, 1.03 MHz (with n = 0.33) and of n = 0.28 ,0.32 (with vy = 1.02 MHz)
are plotted in the inset. Arrows mark the regions in which 7 and vg changes
have the most effect on the spectrum, and enable us to distinguish between these
parameters. Graphic demonstration of the intensity calculation at a given field

(from Eq. 2.10) is plotted in Fig. 2.5.
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FI1GURE 2.5: Graphic description of the theoretical line
The resonance fields of the second transition (which is marked in Fig. 2.4) as a
function of 6 and ¢ when vy = 36.525M Hz, vg = 0.98 M Hz and n = 0.32. There
is a limited range of fields which fulfill the resonance condition. The black plane
shows the H = 6.337 plane. The intersection of the plane and the curve is
proportional to the NMR intensity at H = 6.337".
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2.3.4 NQR of planar oxygen in CLBLCO

In the previous section the quadrupole frequency, vg, was defined. It is propor-
tional to the second derivative of the electric potential along the axis where its
value is maximized (V,,). The classical formula for V,, of a nucleus is V,, =
i p(?)ﬂ;—fzzd?’r where p and r are the charge density and distance from the nu-
cleus, respectively. The value of V. induced by a different charge distribution

given by p/(7) = E3p(£7), where € is a constant, is
V., =&V, (2.11)

Therefore, when two charge distributions with the same symmetry and total charge
but with different typical length are compared, the quadrupole frequency should

be normalized by a factor of the typical length to the third power:

vor® = q (2.12)

The electronic wavefunctions of the CuQOy planes in CLBLCO are described in
the tight-binding model. All the atomic core shells are fully occupied (hence
their total spin and angular momentum is zero). The occupation of the outer
electronic orbitals controls the chemical and physical properties of the planes.
These electronic orbitals are the planar oxygen p, (either 2p, or 2p, ), apical oxygen

p. and the planar copper 3d,2_,2, 3d,2_,2 and 4s. They are plotted in Fig 2.6.

—y2,

The EFG principal axis of the planar oxygen lies along the copper-oxygen-copper
axis, while the other two axes are also parallel to the unit cell vectors. There are
three contributions to V,,: 1) Electrons (or holes) in the planar oxygen p,. 2)
Electrons in the planar copper orbitals. 3) The inner shells of the planar oxygen
and copper atoms and their nuclei, and the surrounding cations (La, Ba and
Ca). The latter contribution is not affected by the doping process (the additional

holes do not occupy these orbitals). The change in the contribution of the copper
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orbitals’ due to doping is much smaller than the oxygen p,[17]. The number of
holes created in both orbitals is of the same order, but the copper orbitals are
much more distant (and V,, goes like one over the distance to the third power, as

in Eq. 2.12).

The change in V,, due to the doping process is therefore proportional to the
number of holes created in the planar oxygen p, orbital. Furthermore, comparing
the number of holes in different CLBLCO families is rather simple. The p, has the
same symmetry in all the families. The only difference may be due to the different
length scale. This distance is exactly half the unit cell parameter a (planar copper-
copper distance), which was measured using neutron scattering [24]. It was found
that the copper-oxygen distance varies by about one percent between the families,
and by 0.1% within a family (as a function of doping). Expending Eq. 2.12 using
this symmetry yields:

(A(vga®) = An,, (2.13)

where n,, is the hole density in the oxygen p, orbital, a is the unit cell parameter,
¢ is a constant (family independent) and A stands for the change induced by the
doping process. This simple relation enables a precise characterization of doping

in the CLBLCO compound using minimum theoretical assumptions.
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FIGURE 2.6: Planar copper and oxygen electronic orbitals
Left- planar copper. Right- Planar oxygen.
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FIGURE 2.7: Phase diagram of (Cag 1Lagg)(Bai.gsLag.35)CuzO,
The critical temperatures vs. oxygen density. For low enough oxygen density the
Néel temperature becomes constant.

2.4 Improving the limited oxygen isotope effect

precision

The isotope effect on the critical temperatures is usually relatively small compared
to the transition temperature. A major limitation on the measurements of ay (IE
of the AFM phase) is the strong dependence of Ty on doping. For example,
in Y,Pri_,BayCu307_s5, Tv decreases when the material is doped at a rate of
ATy = 2.5 K per Ay = 0.01 (see Fig. 1.6). This strong temperature dependence is
common to many other cuprates. As a consequence, it is very difficult to prepare
two samples with exactly the same Ty even with the same isotope, since the
smallest fluctuation in either y or 6 may lead to a huge fluctuation in Ty (regardless
of the isotope effect). Choosing specimens made of (Cag ;Lag ) (Bay gsLag 35) CusO,
overcomes this limitation. As can be seen in Fig. 1.3 for low enough oxygen density

(y < 6.6) the Néel temperature of this compound becomes doping independent.

Another experimental limitation on the measurement accuracy is the temperature
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control. The thermal contact between temperature gauge and the sample is not
ideal: the temperature which is measured does not identical to that of the sample.
In order the minimize this difference a flow cryostat was used. The thermal contact
between the gauge and the sample was achieved not only by the contact through
the sample holder but also using exchange gas which was in equilibrium with both

objects.

2.5 Muon spin rotation

The muons are unstable particles which decay after a typical life time of 2.2 micro-
seconds. One of the decay products is a positron, which emerges in a direction
depending on the direction of the muon’s spin. In a typical uSR experiment a
beam of polarized muons is produced. The muons hit the sample and their spins
start to rotate inside it. The rotation frequency is proportional to the magnetic
field the muons feel (similar to the nuclei in NMR). Two detectors are placed in
opposite sides of the sample, and the data is a histogram of the positrons hits count
on each detector as a function of time. The muon spin polarization as a function
of time can be estimated, and by analyzing it the local magnetic environment can

be extracted.

The z component of the polarization of a muon with initial polarization in the z

direction, in a static magnetic field H, is given by the formula [45]:
P,(t) = cos®(0) + sin*(0)cos(yHt) (2.14)

where 6 is the angle between the H and z and v is the muon gyromagnetic ratio.
If there is no magnetic order in the material (and without external magnetic field)
each muon that hits the sample may feel a different magnetic field. If the magnetic

field distribution is isotropic the angle dependence can be averaged out, and the
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average muons polarization becomes:

P.(t) = é + %cos(th) (2.15)

When the local magnetic field is not uniform the muons will loose coherence and
their average polarization will decay (similar to 75 in NMR). The total polarization

of muons in AFM material can be described by the formula:
P.(t) = Pp(ae™" + (1 — a)e **'cos(wt)) + Pe™ (2.16)

The relaxation rates in the fraction of the samples which is magnetic (P,,) are
A1 and Ag, and a is the weighting factor (which is constant and close to 2/3).
The relaxation in the non-magnetic volume (F,) is A. Figure 2.8 shows phase

transition into the AFM phase and the fits to Eq. 2.16.

The AFM order parameter is the frequency w = vH, where H is the average mag-
netic field at a muon site. This frequency can be easily fitted at temperatures well
below the transition but is very difficult to be determined near the transition. An-
other approach is taking the magnetic volume fraction P,, as the order parameter,
as in [24, 30]. We used a third order parameter:

< Ppy>—<P(T) >
T) =
OP(T) < Py >—<P(0) >

(2.17)

where < P(T') > is the average polarization at a temperature T', < P,y > is the
average polarization above the transition, and the denominator normalizes OP to
be one at zero temperature (similar order parameter was used in [46], but they
used the inverse of the average asymmetry). All three order parameters are shown
in Fig. 2.8(b). The transition temperatures determined using the different order
parameters are in good agreement. The big advantages of the order parameter
defined in Eq. 2.17 are demonstrated: it is a model free parameter which is ex-

tracted from the raw data easily with very small uncertainty, and yet gives a good
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FI1GURE 2.8: AFM phase transition
(a) The polarization vs. time in different temperatures. Above the AFM
transition the decay rate is small, below it there is a strong decay in the
polarization parameter in short times. Solid lines are fits to Eq. 2.16. (b) The
order parameter defined in Eq. 2.17 (filled squares), the frequency (empty
diamonds) and the magnetic fraction from Eq. 2.16 (empty triangles). The same
transition as in (a).

approximation.
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Results and Discussion

3.1 The different oxygen sites identification

The NMR spin echo data of a CLBLCO sample is shown in Fig. 3.1. The planar
and apical oxygen sites are clearly seen, and their locations are similar to those
measured in YBCO [47, 48] (in the inset). The chains oxygen peak is much wider
than the other peaks (and is the result of one site rather than two), and therefore
it is missing. This data shows that the enrichment process is efficient and that the

isotopes diffused into all possible sites.

In order to improve the signal 7T} measurements were performed. The data was
fit to two decaying exponents (as explained in section 2.3.2) for the two different
sites: the planar and the chain oxygen. The planar oxygen relaxation rate is much
higher (7} is smaller), with a value of the same order as one for planar oxygen in
YBCO (as shown in [47, 49]). The data is shown in Fig. 3.2 with two different
fits to show the confident level in the parameters values. Ideally shorter repetition
time would be used in order to further reduce the chain oxygen signal (see section
2.3.2), but due to electronics constraints the minimal repetition time we could use

is 50msec.

33
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Ficure 3.1: NMR peaks of different oxygen sites
170 spin echo spectra of CLBLCO sample at 100K, 36.525MHz, 6.33T. T'wo of
the three different oxygen sites are observed: O, 3 is the planar oxygen and O, is
the apical oxygen. In the inset: 7O spin echo spectra of YBCO, taken at 300K,
48.8MHz, 8.45T (taken from [47]).
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FIGURE 3.2: T; measurement
170 spin echo spectra intensity as a function of the delay between pulses. The
data was taken at temperature, frequency and field of 100K, 36.525MHz and
6.33T, respectively. The lines are fits to two exponential decays. In the solid
(broken) line the faster decay time is 0.9 (10) msec.
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One interesting feature of the cuprates is the pseudogap phase. Indication of this
phenomenon was first obtained by NMR measurements [50]. When samples are
cooled the frequency shift of the central transition changes. In most materials the
temperature dependence of this shift is small but in cuprates, in the PG regime, it
becomes larger [51], as can be seen in Fig. 3.3. The reason for the shift in frequency
is the change in the Knight Shift upon cooling. It is related to the density of states
close to the F'S which changes due to the opening of the PG [52]. This shift is
expected in the planar oxygen and this is an additional supporting evidence for
our peak identification: the peak at lower frequency, which shifts, is associated
with the planar oxygen. In Fig. 3.4 the planar peak shift for a sample with x=0.3
and y=7.08 is plotted as a function of temperature and T* is marked. Fig. 3.5
shows the frequency of the planar oxygen peak as a function of temperature for
different samples and their T*. The extracted values of T* are consistent with

previous results using SQUID [25].
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FiGURE 3.3: Temperature dependence of the NMR peaks
The data was fitted to two Lorentzians, the horizontal axis is the frequency with
respect to the working frequency. The data is in solid lines, fits are in broken
lines. The planar oxygen (left peak) shift is temperature dependent. The
temperature range is 90K (highest peak) up to 280K. Field- 6.33T, frequency-
36.525MHz.
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F1GURE 3.4: Temperature dependent shift of the central transition
Same data as Fig. 3.3. The solid lines are a guide for the eyes of the central peak
location. This location is plotted in Fig. 3.4 as a function of temperature for
different samples.
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FIGURE 3.5: Planar oxygen shift vs. temperature
The change in the slope indicates a change in the density of states near the
Fermi surface, related to the opening of the pseudogap.



Chapter 3 Results and Discussion 39

3.2 Field sweep lines of CLBLCO

In this research the NMR lines of 11 different samples were compared. These
samples belong either to the x = 0.1 or 0.4 families, which have a T#%%" difference
of about 30% (about 24K). The NMR lines of three samples are presented in Fig.
3.6 : (1) z = 0.1 close to optimal doping, (2) = 0.1 underdoped, and (3) z = 0.4
very under doped. Their place on the phase diagram is indicated in the small
inset. There is a clear difference around 6.43 T between lines (1) and (3) but lines
(2) and (3) are similar. As explained in section 2.3.4, this is a consequence of
different p, holes densities in samples (1) and (3), and similar densities in samples
(2) and (3). In the lower field regime of the underdoped sample (2) the lanthanum
signal affects the spectrum. Lanthanum has a 7/2 nucleus which has a resonance
at 6.1T (under our experimental conditions), which is close to the oxygen peak at
6.33T. In consequence, if the number of 17O atoms in the sample is too low the

low field line is dominated by the lanthanum (see also 5.3).

The dependence of the line width, or the quadrupole frequency, on the oxygen
density is systematic. In Fig. 3.7 NMR lines of five samples of the z = 0.1 family
are presented. The lines are shifted upwards so higher samples in the graph have
a lower oxygen density. Two parallel lines mark shoulders locations of the lowest
sample (which has the highest oxygen density). It can be seen that the shoulders
locations vary with doping. The two diagonal lines are qualitative marks of the
shoulders. The line width (and therefore the quadrupole frequency) grows when

the oxygen density increases.

In order to quantify the differences between the samples the data was fit to the
theoretical line (Eq. 2.10). NMR lines of closed to optimal doping samples with
x = 0.1, 0.3, 0.4 and oxygen densities of y = 7.105, 7.07 and 7.1, respectively,
are plotted in Fig. 3.8. They were found to have vg = 1.02,0.96 and 0.98M H z,

respectively. These numbers are similar to previous measurements of YBCO [47].
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FiGURE 3.6: NMR lines of CLBLCO samples
Raw NMR data of three samples (marked in the inset): 1 (closed circles) is
x=0.1 close to optimal doping (y=7.105), 2 (open circles) is x=0.1 underdoped
(y=6.9), 3 (closed squares) is x=0.4 underdoped (y=6.79). From the high fields
data it is clear that the quadrupole frequency of samples 2 and 3 are almost
identical but different from sample 1. The dominant contribution in sample 2 at
lower fields is from the '3°La nuclei.
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FIGURE 3.7: NMR lines of x = 0.1 samples
The lines are vertically shifted. The two vertical dotted lines mark the width of
the top line (shoulder-shoulder width). These lines clearly do not pass through
the shoulders of the other NMR lines. The solid diagonal lines, which
approximately mark the widths of all NMR line, are not parallel which indicates
that the widths are different. In the left panel: susceptibility measurements of
the samples (T, identification). In the right panel: the samples on the phase
diagram.
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FiGure 3.8: NMR- fitting the data
Data of closed to optimally doped samples of different families (x = 0.1, 0.3 and
0.4 in black circles, green triangle and red squares, respectively) at 110K,
36.525MHz. The NMR lines are vertically shifted. The blue lines are fits to
Eq. 2.10. In the left panel: susceptibility measurements of the samples (T.
identification). In the right panel: the samples on the phase diagram.
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3.3 Translating the oxygen density into number

of holes

In Fig. 3.9 vga® as a function oxygen densities of the two families with = 0.1 and
0.4 are plotted (Samples 1, 2 and 3 are the same as in Fig. 3.6). The locations of
the samples on the phase diagram are marked in Fig. 3.10. According to Eq. 2.13
the quantity vga® is proportional to n,, (the number of planar oxygen p, holes
density). It can be clearly seen that the dependent of n,, on the oxygen density
varies between the two families. The data from the different families generate
two different linear curves. Two straight lines are fitted to these datasets with the
constraint that the slopes ratio is 1 : 1.62, which, as mentioned in subsection 1.2.2,
is the ratio of K(0.4) to K(0.1) (the abscissa axis stretching ratio). The measured

n,, versus y can be explained well by the two lines.

In order to get an expression for the p, hole doping in CLBLCO another feature of
this compound was used. For each family there is an oxygen density which marks
a transition between a constant Ty and a decreasing Ty as a function of y, as
demonstrated in Fig. 3.10. We denote this density yy; for the z = 0.1,0.2,0.3,0.4
families yy = 6.69,6.63,6.52,6.43, respectively. Below yy the number of the

planar holes is constant (and therefore Ty is constant). Following Ref. [17],

Ny, (¥ < yn) = 0.11.

Another selection which was made is choosing a different set of K(x): K =
0.113,0.098,0.079,0.069, for the x = 0.1 to 0.4 families respectively. The ra-
tios of the K’s values of the different families remain the same as in the previous
set (described in subsection 1.2.2). With these selections n,, = 0.16 at optimal
doping. The new phase diagram (critical temperatures vs. holes concentration) is
presented in Fig. 3.11. Negative values of An,,_ represent CuO, planes which are

not doped (y < yy). We would like to emphasize again that we can only quantify
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FIGURE 3.9: The number of holes vs. oxygen density
The translation of the number of oxygen atoms per unit cell (abscissa) into the
number of p, holes (ordinate), as extracted from the NMR data. The NMR lines
of samples 1,2 and 3 are shown in Fig. 3.6. The x=0.1 family is in black circles,
and the x=0.4 family is in red squares. The ratio between the slopes is equal to
the stretching ratio between the families in the scaling process shown in Fig. 1.3
(see text)

the doping efficiency ratio between the two different families (K’s ratio), but not

their absolute value.
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families.
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FI1GURE 3.12: Room temperature NMR lines of different CLBLCO samples
In the inset: the planar oxygen widths of the different samples vs their family.
There is no indication of family dependence.

3.4 The role of inhomogeneities in CLBLCO

Another point worth mentioning is the lack of evidence for different levels of im-
purities in the different families. The spin-echo signal of seven samples, of three
different families, is presented in Fig. 3.12. The data was taken at room temper-
ature, magnetic field of 6.33T and frequency of 36.525MHz. The planar oxygen
peaks widths (as identified in Fig. 3.1) is plotted in the small inset as a function of
the oxygen density. The NMR measurement is sensitive to inhomogeneities which
is expressed in broadening of the peaks. The peaks widths seem to be family

independent, in the experimental resolution.

The quadrupole nucleus 'O enables a more direct examination of the charge dis-
tribution homogeneity. One of the parameters in the fit function (Eq. 2.10) is the
width of the quadrupole frequency distribution Avg, which is directly related to
the homogeneity of the charge distributions around the different nuclei. Unfortu-

nately, it is difficult to separate this line broadening and the broadening due to
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FicURE 3.13: Line broadening of different samples due to inhomogeneities
Bottom panel: the NQR frequency distribution widths (Avg) of different samples
as defined in Eq. 2.10. Top panel: the widths ratio of the peak at 6.38T and the
central transition, an indication to the broadening caused by non-uniform charge

distribution (see text). The sampels homogeneities are family independent.

non-unify magnetic environments (the parameter Ao;) and therefore these values
have large error bars. The plot of Avg versus y is presented in Fig. 3.13. In order
to overcome this problem another analysis was performed. In the limit of small
quadrupole frequency (compared to vH) the central transition is not affected by
the quadrupolar broadening (as can be seen in Eq. 2.9). In contrary, the width of
the peak in fields of about 6.38T (the "7 peak”, see Fig. 5.5) is affected by Avg
and Aco;. Both peaks were fitted to Gaussian and the width ratios (the n peak
over the central transition widths) of different samples are presented in Fig. 3.13.
The effectiveness of this analysis is limited due to the attenuation of the central
peak intensity, which may affect the n peak width. A possible explanation for this
attenuation is discussed in appendix 5.1. Both methods of analysis did not give
conclusive results, but different homogeneities levels for different families were not

observed.
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3.5 The oxygen isotope effect

In this experiment the polarization of the (CagLagg)(BayesLagss)CusO, were
measured using pSR in ISIS, RAL. The oxygen density of the samples y, was
6.5520.01, and the isotopic fraction of the ¥O samples was bigger than 70%. The
measurements were performed across wide temperature range of 50 to 410 K. Some
of the raw data of different isotopes is presented in Fig 3.14. The values of OP
(defined in Eq. 2.17) are shown in Fig. 3.15. We determine Ty by fitting a straight
line to the data in the temperature range 378 to 382 K, for each sample, and
taking the crossing with the temperature axis. We find that T1$=382.49(0.34) K
and T1=382.64(0.29) K. When taking into account the isotopic fraction in the

samples we obtain (using Eq. 1.2):
ay = 0.005 = 0.011. (3.1)

Which implies that there is no oxygen isotope effect on the Néel temperature.
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FicURE 3.14: Raw data of the AFM phase transitions of the isotopes
The polarization vs. time at different temperatures of samples with the same y
but with different isotopes: 80 in filled symbols, O in empty symbols. The
temperature dependence looks identical.
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The order parameter defined in Eq. 2.17 vs. temperature of samples with the
same y with different isotopes. The ®O samples in squares, the 80 samples in
circles. In the inset: the entire temperature range. The temperature dependence
looks identical.
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Conclusions

4.1 Cuprates phase diagram

The main achievement of this work is the measurement of the number of planar
holes in different CLBLCO families. We use the oxygen quadrupole frequency
which is proportional to the number of holes in the planar oxygen p, orbital.
We show that the doping efficiency is family dependent, and its ratio equals to
the stretching ratio previous found (the parameter K (x)). This implies that this
stretching is the translation from the oxygen density into the physical parameter:
the planar oxygen p, holes density. This finding is different than previous works.
BVS (used in [16]) has some theoretical arbitrariness and is not completely reli-
able. %vg(y) (used in [27]) shows no family dependence because *v is sensitive
to charge on the apical O4 p,, Cu 3d,2_,2, 3d,2_,> and 4s, and Os3 p, holes si-
multaneously (as can be seen in Fig. 2.6) [17]; hence it is not an ideal probe and a
difference in the slopes of %vg(x, y) could not be detected within the experimental
error bars. Finally, the XFS measurements (in [19]) were performed on nearly op-
timally doped samples, where the difference between the number of holes between
families is very small. Therefore, none of the three attempts could find a difference

in the doping efficiency of the planes within experimental resolution. The oxygen

50
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NQR has the advantage of measuring directly the dependence of oxygen p, hole
density n,,, on the oxygen level y, and, indeed, this probe detects variations in

doping efficiency.

This study of the CLBLCO compound shows that an effective one-band model
is sufficient to describe the essential physics of the doping process. The physical
parameter in the model is the planar oxygen 2p, holes density. This density defines
all the phase transitions at zero temperature, regardless the superconductivity
energy scale (or scales) which defines the phase transitions upon heating. This
phase diagram is drawn in Fig. 4.2. Eventhough this is a general conclusion
it is more difficult to be observed when two different SC are compared. When
there are too many chemical differences between materials other structural effects
change the phase diagram, and the isolation of the contributions related to the
SC mechanism becomes very difficult. The CLBLCO compound seems to provide
the solution to this problem: how to change the SC energy scale without changing

other parameters.

When looking at the CLBLCO phase diagrams (Fig. 3.11) it can be speculated
that the main reason for the difference is impurities. Our measurement contradicts
this claim. Moreover, the finding that the same amount of planar holes is needed
to change the nature of the ground state in all the families is another evidence
for the minor effects of different crystal ordering on the physical properties of the

samples.

The four different CLBLCO families phase diagrams can be reduced into one
uniform phase diagram without using any adjustable parameter. We start with the
phase diagram presented in Fig. 3.11, replace T with J, and divide J, T, and T,
by T7** of each family [23, 22]. From the scaling we get a simple relation between
the maximum T, and the AFM coupling in the underdoped regime: 77"** = £.J,

where ¢ is constant (family independent). This shows that the SC energy scale is
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Fi1GURE 4.1: CLBLCO scaled phase diagram

Te, Ty and Ty over TE** of each family versus the change in the number of

planar holes. In this graph all the critical doping levels of the different families

fall on the same points.

the same as the AFM energy scale of the parent compound, and therefore the SC

pairing mechanism is related to magnetism.
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FIGURE 4.2: Generic phase diagram
The critical oxygen densities versus 2p, holes for the x=0.1 (black circles) and
x=0.4 (red squares) families. The different phases as a function of the number of
holes are marked. The universal critical doping levels can be easily seen.
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4.2 Oxygen isotope effect in cuprates

We think that the finding that there is no isotope effect when the critical temper-
ature is doping-independent is crucial. In the previous section we demonstrated
that relatively small changes in the unit cell affect the holes density in the CuO,
planes [53]. In order to examine small changes in the phase diagram it should be
plotted as a function of the holes density (the physical parameter) and not parame-
ter from the unit cell (such as y and ¢ from Y, Pr;_,BayCusO7_s in Fig. 1.6). If the
isotope substitution changes the holes density the effect is a horizontal shift of the
critical temperatures rather than vertical shift: the critical temperature for a given
number of holes does not change. Demonstration of this horizontal shift is plotted
in Fig. 4.3(a) (for Tx) and 4.3(b) (for T.): The horizontal axis is multiplied by the
doping efficiency. It can be seen that a difference of about 3% in the planar holes
density explains the experimental results. This argument supports the theoretical
model proposed in [34, 37]. They showed that non-adiabatic charge transfer to the
CuOs planes through the apical oxygen is sensitive to its mass: When the apical

oxygen mass increases the holes concentration in the planes reduces.
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Data taken from Ref. [30]. Figure (a) and (b) are demonstration of the IE using
charge carriers density p = Ky, instead of oxygen content y. The effect on Ty
and T, are plotted in figures (a) and (b), respectively. The values of K; are
given in the the figures. Green triangles (K; = 0.97) represent reduction of 0.03%
in the number of charge carriers in the **O samples compared to the **O sample.
In this case both Ty and T. are functions of p regardless of the isotope.
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Appendix

5.1 The effect of non-ideal pulse on the spectrum

In some of the NMR field sweep experiments the intensity was attenuated in both
sides of the central transition. We speculated that the exact value of ¢, (defined
in section 2.3.2) may cause this deep. In order to test this hypothesis the NMR
spectrum is investigated using density matrix formalism. The expectation value

of a parameter m as a function of time can be found using the formula:
<m(t) >= Tr[p(t)m(0)] (5.1)

where p(t) is the density matrix at time ¢ [42]. The time evolution of the density

matrix (when the Hamiltonian H is constant) can be written as:
p (t) — e—thpoei’Ht (52)

This formalism can be used to describe the pulse NMR intensity. The initial spin
_)

density matrix is proportional to I, due to the Zeeman splitting (Hy = Hy2), and

therefore py oc I,. The measured quanta in this experiment is I, = I, + i/, in

the rotating reference frame (which rotates around the z axis at the resonance
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frequency v). In the following sections the intensity of I, at the end of the pulse

is calculated:

(1 @) =tr (o) 1) (5.3)

The free induction decay is the simplest NMR sequence: Magnetic pulse in the x
direction of the rrf (in the framework of the lab the pulse is in the z direction in
frequency of v = vHy) and intensity H; is applied for duration of %tﬂ, and then the
signal is measured. Ideally, the pulse duration satisfies the relation yHit, = m,
and it rotates the spins from the initial z direction into the ay plane (37 half

rotation), as can be seen in the inset of Fig. 5.1(a). The sequence intensity:
p (t) _ e—i%tﬂ’ﬂ‘lRFpOei%tvﬂ’HRF (54)

here the Hamiltonians are given by:

Hy = —~h(1 — 0is) (Hg — %)IZ
Hy =31, (352 - 1> +1 (52— 52))
Hiot = Hz +H,

Hrr = Hiot + YhRH I,

Where [, are the nuclear spin I components in the rrf. The NQR hamiltonian is
diagonal in different reference frame and therefore its spin operators are marked
with S. For small quadrupole frequency v,/v << 1 the NQR Hamiltonian can be

written in the rrf using two Euler angles:
Hy = vy(312 — I?)(3cos*(0) — 1 + neos(2¢)sin?(0))

Note that the rigoristic frames transformations is to write a unified Zeeman and

NQR Hamiltonian and then transform it into the rrf, but it gives the same result.
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FIGURE 5.1: Field sweep spectrum of FID sequence
Numerical calculation of 'O NMR spectrum using Eq. 5.4. The parameters are:
v=36.520MHz, vy, = 1MHz, n = 0.32 and ideal ¢;. The powder and single
crystal symbols are squares and circles, respectively. In the inset: Schematic
draw of FID sequence.

In Fig. 5.2 the spectrum is plotted for different ¢, values. These numerical cal-

culations shows that the pulse duration may indeed affect the dips around the

central transition.
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FiGURE 5.2: FID spectrum for different pulses lengths
Numerical calculation of 'O NMR spectrum using Eq. 5.4. The parameters are:
v=236.525MHz, vy =1MHz, and n = 0.32. t, = Df-gr, Dy =0.98,1,1.02 in
broken, solid and broken-dotted lines, respectively.
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5.2 Frequency step and sum method

Most of the NMR machines are designed to operate at narrow band width and high
resolution (around 0.1ppm). In order to study very broad lines Clark et al. have
shown that data of different frequencies (or fields) can be summed into a single
NMR line [44]. They showed that by shifting each Fourier transform of a given field
by a different frequency the correct NMR line is obtained (under some experimental
conditions). This frequency equals to yAB,,, where AB,, is the difference between
the field and a chosen reference field (which is usually the resonance field of the
central transition). The resulted NMR line at a given frequency is the summation

of all the contributions of the different fields spectrums:

S(f) = 2np Sn(f) =22, 1 Suf)0(YABy, + fi — f) (5.5)

where S, (f) is the contribution of the n’th field for the frequency f, which can be
written explicitly as the intensity of the frequency fi of the n’th with respect to
~YAB,,. Here YAB,, is the frequency offset of the field.

A second use of this technique is to increase the experiment sensitivity. In most of
our field sweep measurement the fields step was 50G, or about 30kHz. The usual
NMR line is presented as intensity vs. magnetic field, hence there is spacing of
about 30kHz between the points. One possible way to increase the sensitivity is
to measure in smaller steps in the field, but this will cost more experiment time.
Another way is to use the fact that the frequency band width collected in our NMR,
is about 50kHz, and therefore there is some overlap between the data achieved in
different fields in the frequency space. In this process we gain sensitivity of the

Fourier space which can be tuned, and in my experiment is in the order of 1kHz.

We used this technique in order to separate the field sweep central transition peak
into the different oxygen sites ingredients, which are shown in Fig. 3.1. After the

translation into the frequency space it is also easier to fit the data: it becomes
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FI1GURE 5.3: FSS of field sweep spectrum
Field sweep line of a sample (a) and the translation into the frequency space (b
and c). In b and c different spacing are used in the Fourier transform. The
method reconstructs Fig. 3.1.

eigenvalues problem instead of finding the correct parameter in the matrix for

which a given eigenvalue is the solution.
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5.3 Examination of the lanthanum signal

We observed that in many samples that the NMR field sweep line is not symmet-
ric: The intensity of the low fields regime is bigger than the high fields regime.
Originally we attributed this phenomenon to anisotropic shifts in the NMR Hamil-
tonian, ounise and o4, which are defined in section 2.3.1. In order to exam this

assumption we performed experiments using different resonance frequency.

As explained in section 2.3.1, when we plot NMR line as a function of ppm from
water most of the shifts do not depend on the working frequency. In contradiction,
the NQR shift is not proportional to the working frequency and therefore changes
as a function of the frequency (when ppm are used). Fig. 5.4 shows NMR line of
the same sample taken at different frequencies. Since the correct way to translate
our data into ppm requires translation into the frequency space (as explained in
the previous part of the appendix) we present the data as a function of the external

magnetic field. Arrows mark the translation of selected features to ppm.

We identify two peaks which do not move: the oxygen central transition (at 0
ppm) and a second peak at —39 - 10*ppm. Since the second peak does not depend
on the working frequency it is not related to the NMR line of the oxygen. This
shift matches the shift of a different nucleus: Lanthanum 139. These nuclei appear
in the NMR line when the amount of 7O is relatively low, which could be caused
by reduction process or aging. The second option in demonstrated in Fig. 5.4:
the two lines in the top figure were taken six months apart, and the '3La signal
becomes relatively stronger (the the signal of the central transition is normalized
to 1). We observe this effect also in the isotope experiments (before the experiment

we had more than 80% 80 in the samples which reduced to slightly above 70%).

NMR line of a sample with x = 0.4 and y = 7.08 is presented in Fig. 5.5. The
solid line is a theoretical fit to the oxygen line using Eq. 2.10. The inset shows the

derivation from the theoretical line in the low fields regime, which indeed looks like
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FIGURE 5.4: NMR lines at different frequencies

In the top panel the measurement frequency is 36.525MHz, in the bottom panel

22.76MHz. The data was taken at 110K for the same sample. Arrow identify the

ppm of different line features with respect top the measurement frequency. Only
two peaks do not change: the central transitions of the 7O at 6.33T and the

397,a at about 6.1T.

NMR line- the *'La line. When we measured samples without 7O we got similar

NMR lines. Since *La has a spin of 7/2 (which is difficult to fit) and it does not

related to our research, we have not further investigated its NMR properties.
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FIGURE 5.5: The '3°La peak
Raw data of an NMR measurement (red squares) and a fit to Eq. 2.10 (blue

line). At low fields there is a deviation from the raw data due to the *°La line.

The difference between the raw data and the fit is presented in the inset.
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