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Abstract

The phenomenon of high temperature superconductivity (HTSC) has focused a huge re-
search effort for the last two decades. Yet the mechanism for HT'SC is not clear yet. The
experimental evidence points to the fact that the CuOy planes play a major role in this mech-
anism, therefore much of the theoretical work concentrates on the contribution of those planes
to superconductivity. One of the dominant theories bases the superconductivity mechanism on
the creation of charge stripes in those planes (the stripes theory). The theory is supported by
experimental results, obtained first by neutron scattering, and latter supported by many other
techniques, like NQR, ST M and puS R, and their existence is no longer doubted. The important
question is whether they are crucial for the mechanism of superconductivity.

Other techniques differ from the theory of stripes in that they don’t take the inhomogeneity
inside the planes to be involved in the mechanism of HTSC. A way to check the validity of
those theories is by measuring T, the superconductivity phase transition temperature, as a
function of the charge inhomogeneity in the planes. The dependence of 1. on doping is known
experimentally. Therefore, by measuring the inhomogeneity as a function of doping we can
achieve important information regarding the relation between 7. and homogeneity.

However, there are some experimental problems. With all those techniques we’ve mentioned
it is still difficult (if possible) to obtain data on the inhomogeneity level in the planes for the
entire doping range. We chose to attack the problem with a new NQR technique we developed
especially for this purpose. We prove, experimentally and theoretically, that this method can
addresses the above question.

This work deals with two aspects. Firstly is the development of the new technique, which
we call angle dependent NQR (ADNQR), and checking experimentally that the method indeed
works for known cases. Secondly, we applied the technique for Y BC'O, a type of high temper-
ature superconductor, and measured the dependence of the charge inhomogeneity on doping.
We found that as doping increases inhomogeneity decreases, namely, there is anti

correlation between 7. and homogeneity. This result contradicts the importance of stripes



for high temperature superconductivity.
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NQR Nuclear Quadrupole Resonance
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Chapter 1

Introduction

The mechanism for superconductivity in the cuprates is perhaps the most challenging question
in solid state physics today, and draws the attention of literally thousands of researchers. The
presence of C'uOy planes in the structure of all cuprates leads these researchers to believe that
a single theory could explain superconductivity in all of them. One of the main focal theories
is based on the presence of stripes, discovered in Las ;Sr,CuiO, [20], and suggested to be
a critical feature for superconductivity by Emery and Kivelson [2]. The concept of stripes is
based on the fact that in the CuOy plane the valence of the Cu could be Cut? with a spin
1/2 or Cu*?® with no spin. The number of Cut® per CuOs is referred to as the doping level
pm. For stripes to occur the Cut? ions must phase separately from the Cu*? ions, and both
phases should be one dimensional. Indeed, it is now established by many different experiments
sensitive to internal magnetic fields that at low doping most of the cuprates phase separately
into “hole rich” and “hole poor” regions. The supporting evidence for this separation (in the
bulk) is that when under-doped cuprates are cooled down, they first start to superconduct
at T,., and then, upon further cooling, develop a static magnetic field characteristic of spin
glass (random orientation) at a temperature T,. This finding seems to support the importance
of stripes for superconductivity. However, the indications for phase separation disappear as
doping increases, namely T, (pm) — 0 as py, increases. This can be seen in the combined phase
diagram of many superconductors presented in Fig 1-1. This figure depicts both 7. /T and
To /T vs. Apm = pm — pm* where T/ is the maximum 7, achievable by doping a certain

compound, and p** ~ 0.16 is the optimum doping level. From this figure it is clear that there
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Figure 1-1: T./T,"* and T, /T,"* vs. Apm = pm —pm*. Ti** is the maximum 7, achievable.

is no “magnetic” evidence for phase separation in doping higher than Ap,, = —0.05 (pp, > 0.11)
and certainly not in optimally doped cuprates. Therefore one might jump to the conclusion
that phase separation is not important for superconductivity since it is not always present.

However, the lack of spontaneous magnetic fields does not rule out phase separation. It
could simply mean that the “hole poor” regions are far away from each other, and/or their
interaction is screened by the superconducting “hole rich” regions. Thus their freezing tem-
perature could simply not be experimentally accessible. In order to prove or disprove phase
separation in optimally doped samples one must perform an experiment that is sensitive to the
charge fluctuations on the CuQO9 plane. If each Cu atom turns out to “see” the same charge
distribution around it, then no phase separation is possible. The ideal technique to meet this
challenge is Nuclear Quadrupole Resonance (NQR).

Standard NQR is based on the fact that the Cu nuclei with their spin 7 = 3/2 could be
viewed as oval objects positively charged; see ellipse in Fig 1-2. As a result, their energy inside

a solid depends on their orientation. When the nuclei poles are close to positive charges their
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Figure 1-2: The electric quadrupole interaction gives different energies to different orientation
of the nucleus (ellipse).

energy is high. However, when the poles are close to the negative charges the energy is low.
The energy difference between one orientation to the next is determined by the Electric Field
Gradient (EFG), namely, the second derivative of the electrostatic potential V' (r) at the position
of the Cu nuclei. V, in turn, depends on the surrounding charges. When all three dimensions

are considered, the NQR Hamiltonian is given by

~ th ~ -~ -~ -~

Hy= =22 313-1%77(13—15)}. (1.1)
A full derivation of this Hamiltonian will be given in chapter 4. Here we only mention that wq
is a frequency scale determined by the EFG V,, = 8827‘2/' For copper atoms in the CuO9y planes
of YBCO , z is the direction perpendicular to these planes. Since we have no model for V'

there is very little information we can draw from wg. On the other hand

s Voo —Viyy

K V..

where in our case x and y are directions in the C'uOs plane. The important point is that n
is a dimensionless number in the range [—1,1] (in our notation), which measures charge and
crystal symmetry. If = 0 then the planes are symmetric under the interchange of the x and
y directions.

The technical aspects of NQR are described in details in appendix C, and the theory in



chapter 4. Here we only mention that the NQR signal is detected by power transmission in two
pulses, of duration ¢,y and 2, /9, to a coil at a Radio Frequency (RF) f. This power creates
a field 2By in the direction of the coil, and adds a time dependent perturbation term to the

Hamiltonian (during the pulses) of the form
W = 2w, - icos(27f1)

where wy = 4By, 8~ is the % Cu gyromagnetic ratio, and

n = (sinf cos ¢, sin # sin ¢, cos )
is some direction in the reference frame set by the crystal directions. f is swept until it matches
an energy difference between two eigenstates of the Hamiltonian given in Eq 1.1. When this
resonance condition is met an echo is formed in the coil. This echo is an induced oscillatory
voltage in the coil, at the frequency f (without any external transmission of power).

The energy levels of the NQR Hamiltonian for the spin 3/2 Cu are two doublets so that

there is only one resonance frequency, which, as we show in chapter 4 is given by

wo n
= —4/1+L
/ 27 +3

Therefore wg and 1 could not be separately determined from f. Up to date, n was determined
with the help of a Nuclear Magnetic Resonance (NMR) experiment by applying a strong external
static magnetic field (637H > wp). This led to three resonance frequencies, each one depends
linearly on 7, out of which n could be extracted. The drawback of this approach is that the
average resonance frequency is determined by the averaged 7, which could be zero even if
locally it is not. In other words, NMR can not provide direct information on n fluctuations. In
order to overcome this difficulty we developed a new experimental strategy which we call Angle
Dependent NQR (ADNQR).

In ADNQR the measured signal intensity is proportional to the nuclear magnetization in
the direction of the coil at the echo (M%) (6, ), and it is a function of the orientation of the

coil with respect to the crystal z directions. This is shown in Fig 1-3. The () brackets stand



Figure 1-3: Basic ADNQR configuration. A sample (circle) with a preferred direction (marked
by a line) is inserted into a coil. The mutual angle between them, 6, can be varied.

for thermal average. In chapter 4 we develope the theory for this experiment and show, in
particular, that (M) (8, ) is a measure of ||. Therefore, the sample average of (M) (6, n)
is not determined by the averaged 7. In other words, if n is distributed around zero it will still
contribute to (M) (6, 7). Thus the ADNQR method allows us to measure the fluctuations
in . When stripes, or any other kind of phase separation, exists one would expect strong n
fluctuations.

We apply the ADNQR experiment to Y BasCuzO, [Y BCO,]. A review on the crystal and
superconducting properties of this compound is given in chapter 5. In short, in the doping levels
relevant to us this system is orthorhombic (b > a), and the ratio b/a grows as doping increases.
Two out of the three Cu in the unit formula reside in the CuQO9 planes, and one in the chains.
There are also two isotopes so four resonance lines altogether. In addition, the NQR frequency
depends on doping. Thus, the first experiment we performed was a sites assignment (frequency
sweep) which is described in section 2.3. Once we determined the resonance frequency for each
Cu we started with the ADNQR.

We chose to work with Y BCO since this compound is perhaps the best for NQR; it has
the narrowest resonance lines. On the other hand, there are no single crystals of Y BCO and
we worked with powders which were oriented in a 8 T magnetic field and glued with staycast.
After the orientation the sample has a cylindrical shape as depicted in Fig 1-4. The orientation

procedure ensures that the 2z direction (marked with a line) of most powder grains points in



XY plane

Figure 1-4: The samples have cylinderical shape. The alignment direction (z) is marked by a
line.

the direction of the external field. However the T and 7 directions are mixed. The orientation
procedure and its x-ray tests are described in chapter 6. We examine y values which are at
optimum (y = 7.0) and at the highest doping on the 7, = 60 K plateau (y = 6.675). These are
out of the range where T} is detectable, and our ADNQR indeed yields new information of the

local charge fluctuation evolution with doping of Y BC'O.



Chapter 2

Main Results

2.1 Theory

In chapter 4 we show that in a single crystal the magnetization in the coil at the time of the

echo is given by

cot f :
<M l> 0,6,m) = ]VQ]CBTE sm3(26w1t%) (2.1)

where 6 and ¢ are the direction angles of the coil with respect to the crystal directions and

both the thermal population factor f/kgT and w; are multiplied by an efficiency factor

e:\/[a% cos?(¢) + a2 sin®(¢)] sin®(0) + a2 cos?(0), (2.2)
where

a—

1
—(n+3,7—3,2n).
2\/@(77 n n)

Equation 2.1 is our main theoretical achievement. For n = 0, 8 = 90, ¢ is reduced to \/§/ 2, a

result first obtained by Das and Hahn [7]. In our situation we must average on ¢ and obtain

2T
. N
<Mcml> 0,n) = QIkaT doe sin?’(QEUJﬂf%) (2.3)
0

10
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Figure 2-1: Intensity vs. @ for different values of 77 in an ADNQR experiment.

This averaging must be done numerically and yields the result presented in Fig 2-1. This graph

shows an explicit dependence of the echo intensity on the value of 5. The most dominant

difference that 7 creates is to change the intensity ratio of & = 0 (180, 360) and 6§ = 90
(270). Fig 2-2 shows the predicted ratio as a function of 7 from the numerical calculation. As

mentioned before, the result does not depend on the sign of 7. In fact, for small 7 one can show

that.

<Mcoz’l> (07 77) _ 27T3
) (o0,) ~ 517 OO

In a real crystal there will be n fluctuations. However positive and negative n values will
equally contribute to the ratio (M) (0,7) / (M) (90, ). If this ratio is small it means that

all n’s are small.

11
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Figure 2-2: Intensity ratio, (M¢*) (0,n) / (M) (90,7), vs . Theoretical result.

2.2 Orientation

We demonstrate using x ray (see chapter 6) that our orientation procedure is efficient in aligning
the powder grains. However, the x-ray test is done only on the surface of the sample shown in
Fig 1-4, and it is therefore hard to know qualitatively what is the true orientation quality of
the bulk. Nevertheless, it is clear that the orientation of the Y BC'Ogg75 is better than that of
Y BCOy. This result is reasonable since the sample with lower doping is more magnetic. For

our conclusions this fact is sufficient.

2.3 Frequency sweep

In Fig 2-3 we show the lines at 100K. At room temperature we found the following lines: The
resonance frequency of the in plane $Cu/®Cu in YBCO; [Cuy(2)] is 31.15/29.3 MHz. The
line is reasonably narrow with a width of 0.5 MHz. There is a low frequency shoulder at about
30.5 MHz which is probably due to not perfectly doped grains. The resonance of the in plane
63Cu in YBCOg 675 [Cugers(2)] is at 27.2 MHz. Its width is 1.5 MHz. Finally, the chain Cu
in YBCOg g75 [Cug.g75(1)] is located at 30 MHz.

12
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Figure 2-4: ADNQR experimental result for Y BC'O; at 31.15MHz.
2.4 ADNQR experimental results

In Fig 2-4 we present the experimental results for YBCO7;. In this case we changed the angle
over 360 degrees. And, indeed, as the theory predicts, the signal intensity depends periodically
on 6. In addition, the intensity at = 0 (and 180 and 360) is lower by a factor of 20 than at
0 = 90 (and 270). From the ratio (M%) (0,n) / (M*")(90,n) = 0.05 one can conclude that
n = 0.5 if the YBCOy is perfectly oriented.

In Fig 2-5 we depict the main experimental achievement of this thesis, namely, the ADNQR
results of both YBCO; and YBCOgg7s. Again, the results for Y BCOgg75 fit the general
behavior of our prediction -the intensity at # = 0 is 60% lower than at § = 90. However,
according to our theoretical calculations (Fig 2-1) the intensity at = 0 can not exceed 40% of
the intensity at # = 90. The main reason for this discrepancy is not clear yet. Nevertheless, it
is consistent with larger n for Y BCOgg75. In fact, it seems from the increasing intensity on the
shoulder with respect to the intensity on the peak that n continuously increases with decreasing

doping. The significance of this figure is discussed in the next section: main conclusions.

14
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30.53MHz (shoulder). The result for the main peak of Y BCOy is the same one that appears in
Fig 2-4.
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Chapter 3

Main Conclusions

1. ADNQR can be applied successfully to measure n, and n fluctuations.

2. Despite the fact that YBCO7 is less oriented than YBCOgg75, and that it has a less
symmetric crystal structure, our data is consistent with YBCO7 having the smaller values
of |n|. If we consider the 7 fluctuations in YBCO7 to be minimal, our experiment means
that there must be stronger charge inhomogeneities in YBCOg g75 in order to explain its

larger || values. This is the first evidence for charge inhomogeneities in such highly doped

YBCO.

3. Because of the failure of our theory to explain the absolute result of n in YBCOgg75 we
avoid making conclusions at this point regarding the absolute value of n in YBCOy. It is
conceivable that the lack of perfect orientation or non uniformity of the RF field inside the
coil contributes to this failure. Nevertheless, we can safely say that as doping increases,

charge homogeneity increases, and this occurs all the way to optimum doping.

4. Conclusion 2 seems to contradict the importance of stripes for high T.. However, to be on
the safe side, one must carefully measure n as a function of doping and see if it saturates

at some doping level, or decreases continuously as doping increases.

5. The fact that the ADNQR result of Y BCOg g75 doesn’t fully fit the calculated prediction

urged us to search for other effects we didn’t take into account. This is done in chapter 7.

16



Chapter 4

NQR

4.1 Quadrupole interaction-classical approach

Quadrupole energy

In the case of a spin % in a magnetic field (appendix A) the energy levels of the system are
due to magnetic interactions with the external magnetic field Bg. In the NQR case the en-
ergy mechanism originates in the electric interaction of the nucleus’s charge with the electric

potential, namely

o / p(r)V (x)dr (4.1)

Where p(r) is the charge density of the nucleus and V(r) is the electric potential in its vicinity.
We choose the nucleus center of mass as the origin and expand V(r) in a Taylor’s series to

get

—I—ZI‘ _|_er r o'V + (4 2)
@ ara 0 2 ath Or,0rg 0 '

Substituting 4.2 into 4.1 yields then

E =V(0) / dr+ZV /r@p )dr4= ZVQg/raI‘gp(r)dI‘—l—.. (4.3)

17



Where V,, & (g};)r_o y Vag = <afj“9€‘ﬁ>r:0 and a, 3 = x,y, 2. V,z is the so called electric field
gradient (EFG) tensor.

The first term of Eq 4.3 is the electric monopole, it gives the electrostatic energy of the
nucleus. The second term involves the interaction of the nucleus with the electric field through

its electric moment. In the center of mass frame the electric dipole moment vanishes, thus

leading us to treat the third term, the quadrupole interaction.

The EFG tensor

In this interaction the environment is taken into account by the EFG, and it expresses the spatial
change of the electric field in the vicinity of the nucleus. This change is due to asymmetry in
the nucleus environment. For instance, a vacancy in a perfect crystal causes an EFG around it.
Like in the spin % case, where the external magnetic field has defined a clear direction in space
(2), we can use in this case the EFG tensor to define a reference frame in space. We do so by

taking the diagonal form of the EFG tensor

Vo 00
V = 0 V, 0 (4.4)
0 0 Vu
and the three directions are defined by
Vaa| < [Vyy| < V22| (4.5)

By assuming that the electric field at the nucleus is produced entirely by charges wholly external
to the nucleus we can use Laplace’s equation V;; + Vi + V,, = 0 and reduce the number of

parameters of the EFG so that

RET
V =eq 0 _1—;”1 0 (4.6)
0 0 1

18



with

eq £V, (4.7)

s Voo —Viy

n = —-1<p<0 (4.8)

We emphasize here that the importance of the EFG tensor is in reflecting the symmetry of the
nucleus’s environment.
The quadrupole tensor

All the intrinsic properties of the nucleus himself, which are relevant for the quadrupole inter-

action, are included in the term

Qop = / [Brorg — 6agr2] p(r)dr (4.9)

This term is included in the third term of the RHS of Eq 4.3, in a slightly different form that
changes nothing but adds a constant shift in the energy levels. By changing the orientation of
the nucleus with respect to the EFG reference frame (see Fig 1-2) we change the quantity p(r)
of the tensor and by doing so we might change the energy levels of the nucleus.

Using 4.9 and 4.6 in 4.3 we can write the quadrupole energy as

1
Equadrupole - 6 Z Va,@Qa,@ (410)
af

4.2 Quantum mechanical formalism

The Hamiltonian

To get the energy operator (the Hamiltonian) we should convert all the classical parameters to

their quantum mechanics equivalent. The procedure is thoroughly described in chapter 10 of
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ref [18] and yields the result

N A N - N N
HPFG = % 312 12 1 g (rg . IS)} (4.11)

where

2 362qQ
2I(2T —1)h

wo

(4.12)

The superscript "EFG” denotes that this Hamiltonian is in a reference frame defined by the
direction of the diagonal EFG tensor, where 7 is the total angular momentum operator, and
Q x <m1 =1,7T1322 2% I,m;= T> is the quadrupole moment of the nucleus.

The idea of this conversion is to transform classical quantities to their quantum analog
operators, and then to transform those operators to a more convenient set of operators. The
classical quantities are z,y, z, their quantum mechanical analog are the coordinate operators.
But since for each nucleon its location is connected to its orbital angular momentum (for ex-
ample I, = % <y8% — z%)) we can convert the coordinate operators to the angular momentum
operators, which are convenient operators to deal with. (The connection between the two sets
of operators is possible because they are both sets of tensors of rank two and the transformation
is done formally by using the Wigner-Fckart theorem [19]). This intuitive picture helps us to
understand the meaning of ). Since the theorem shows us that the two sets of operators have
proportional matix elements, and since we are interested in the energy (which is known up to
a constant) the linear connection must depend on the difference between states in the two sets.
This is illustrated in Fig 4-1. In this figure the left set is related to the quadrupole energy levels
in the coordinates representation, while the right one refers to the angular momentum basis.

The connection is

U —Uh

(E1+a)C:(U1+b) , (EQ—I—a)O:(UQ—I—b) — =~ —
Fo — 4

but since we measure U, this constant is proportional to Fs — FE1. Namely, this constant depends
on the difference between two states in the coordinate representation, which is exactly the form

of ). It means then that () has the meaning of a scaling factor.
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Figure 4-1: The Wigner-Eckhart theorem connects the coordinate representation to the angular

momentum representation by a constant.

For spin % (the copper’s nucleus spin) the standard basis is

<3/2|=(1000) <1/2|=(0100)

<1720 = (001 0) (=32=(000 1) (4.13)
[0 £ 0 o0 0 —iL£ 0 0 32 0 0 0 \]
. B oo 1 0 20— 0 0 1/2 0 0
= , 7
0o 1 0 B 0 i 0 —i¥ 0 0 —1/2 0
0 0 ¥ o 0 0 ¥ o 0 0 0 —3/2
(4.14)
and the matrix representation of 4.11 in this basis is
3 0 /3 0
HEFG _ woh 0 -3 0 7V3 (4.15)
q .

673 0 -3 o0
0 nv3 0 3
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Diagonal form of the Hamiltonian

The matrix that diagonalizes I:IfF @ is

1 0 o O
T ! 010 e (4.16)
VIt | s 01 0 '
0 o 0 1
Where ¢ and o are defined as
a1 caiym (4.17)
V3(145) 3
And the diagonal form is
1 0 0 O
. | i BFGt  WoRS 0O -1 0 O
Hgreomel = THE PO = == (4.18)
0O 0 -1 0
0 O 0 1

We therefore conclude that our system is composed of two doublets of energy.

wohs wohis
by 2 o T

4.2.1 Interaction with an external time dependent magnetic field

We now add, like in the spin % case (appendix A), an interaction with an external time depen-
dent magnetic field. Since the reference frame of the problem is defined by the three principal

axes of the EFG tensor, orienting the coil in an arbitrary direction of space yields a magnetic

field of the form

B(t) = 2B cos(wt) [sin(#) cos(¢), sin(f) sin(¢), cos(0)] (4.19)

22



This field defines another characteristic frequency in the system
w1 =B (4.20)

and the Hamiltonian becomes HEFG (t) = ﬁfFG + WEFG(t) with

3
30 0 0
. 01 0 o0
WEFG(t) = 2hw; cos(wt) cos(h) 2
00 —3 0
3
o0 o -3
0 e g 0
My cos(wt) sin(6) gt 0 e 0 (4.21)
W1 COS(WT ) S1n .
' 0 e 0 AQEe’M’
0 0 Beis

Since we’ve transformed I:IQEF @ to a diagonal form we must apply the same transformation to

the perturbation part (W®@onal(4) = TWEFG ()T, a calculation that ends with

2

3
s_ —20 0
. ; 2huwq cos(wt) 0 - % 0 20
yrdiagonal () — TR TRET o) .
l+o —20 0 1432 0
3 2
0 20 0 . g <
D* 0 F
2 t
Mo cos(wh) g (4.22)

1+O'2 B 0 D*

0
D 0 E* 0
0
F 0 D 0
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Where D, E and F are defined as

NI 2 . .
D £ 1291024 —ae2l¢’] £ Do
2 | V3 0
E £ &9 [1 —0 3672i¢):|
NI 2 .
F 2 Z¢9 (204 —a%m] 4.23
2 I \/§ ( )

Since ﬁl =2 100 the diagonal elements of Eq 4.22 are much smaller than those of Eq 4.18 and
we omit them. Furthermore, according to the off resonance approximation (see footnote in
appendix A) we can also omit the terms with E and F since a time dependent perturbation can

not couple degenerate energy levels. Our Hamiltonian is thus reduced to

Frdiogonal(py n
210 0 -10
0 0 0 1
0 e sin(6) —]23—’2 cos(0) 0
2hwq Do cos(wt) e sin(6) 0 0 ]23—’2 cos(0)
1402 —QD—’Z cos(0) 0 0 e sin(6)
0 123—’; cos(f) e sin(6) 0

By using the definitions of Eq 4.23, 4.17 and the following new ones

1
at——— (n+3,n—3,2 4.24
2\m (77 n 77) ( )
Ai2ay cos(¢) £iay,sin(e) , A, =a, (4.25)
2\ A A sin?(6) + A2 cos?(0) (4.26)
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H®agomal () can be written in a more convenient way

1 0 0 0
L - 0 -1 0 0
Hdmgomzl (t) W()hg +
2 1o 0 -10
0 0 0 1
0 Ay sin(0) —A, cos(6) 0
A_ sin(9) 0 0 A, cos(0)
2hwq cos(wt) (4.27)
—A, cos(0) 0 0 A4 sin(0)
0 A, cos(f) A_sin(6) 0

The wave function

We seek a wave function that fulfills Schrodinger’s equation with the Hamiltonian of Eq 4.27.
We start with

eiiﬂ?ﬁt 0 0 0
. 0 €Ft 0 )
\Ildzagonal(t) — one P(t) L éVQR(t)QD(t) (428)
0 0 &=t 0
0 0 0 e %

and notice that Uév QR(t) is no more than the time propagator for the Hamiltonian without
the perturbation (Eq 4.18). Inserting this wave function into Schrédinger’s equation, choosing
w = wp, and using the off resonance approximation (see footnote in appendix A) gives us

Schrodinger’s equation ih%g/) = H¥y with the Hamiltonian

0 Ay sin(f) —A, cos(6) 0
. A_sin(0) 0 0 A, cos(6)
A9 — oy (4.29)
—A, cos(6) 0 0 A, sin(6)
0 A, cos(f) A_sin(6) 0
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Unlike Eq 4.27 this Hamiltonian is time independent, which means that the solution for ¢(¢) is

p(t) = exp 717 o(0) (4.30)

An explicit solution for the exponential operator of Eq 4.30 is achieved by finding a matrix S

such that HY

diagona

;= SH?ST is diagonal, and the solution is then

_Lgge
p(t) = 5" exp Ffisgonatt §5(0) £ Oprge (£)(0) (4.31)

The explicit forms of those matrixes are

€ Aysin(f) + A,cos(f) A_sin(f) — A, cos(f) €
—e  Aysin(f) + A, cos(f)  A_sin(f) — A, cos(0) —
o 1 € + sin(6) cos(0) sin(6) cos(f) —e¢ (4.32)
22 ¢ -4, sin(0) + A, cos(f) A_sin(0) + A, cos(f) —e¢
—e —Aysin(f)+ A, cos(f) A_sin(f) + A, cos(f) €
10 0 0
0 -1 0 O
g e (4.33)
diagonal 2 0 0 1 0
0 0 0 1
ecot(ewt) —iAysin(f) A, cos(h) 0
. sin(ewt —iA_sin(f) ecot(ewst) 0 —1A, cos(0)
Upulse(t) = M ) ) ) (434)
€ iA, cos(h) 0 ecot(ewrt) —iA; sin(0)
0 —tA,cos(f) —iA_sin(f) ecot(ewst)

The operator Upulse(t) , as it is defined in Eq 4.31, is the time propagator of the system during
the RF pulse.
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Figure 4-2: Schematic description of a spin echo sequence. Two pulses, § and 7, seperated by
a pause of time 7. For more details see appendix C.

We can know write the full wave function as
wiagonal (1) — TV ()p(t) = Ug" V() Upuise (£)(0) (4.35)

This result is the analog of Eq A.28 . For a more comprehensive example see appendix B.

4.3 Magnetization after a spin echo sequence

Total magnetization

We now want to calculate the average magnetization vector after applying a ”Spin Echo”

sequence. Applying Eq 4.35 to this case gives

UERC(t+ 2z + 7 +tx) = TTUY 9R(t + 242 ) Upure 2tz U V(7 + t2 ) Uputse (£2 )£(0) 2 Ueenow(0)
(4.36)

were the term 7' is used to transform the wave function back to the EFG reference frame. This
sequence is described in Fig 4-2.
The state ¢(0) is one of the eigenstates of the Hamiltonian HZ**9°"* (Eq 4.18). By consider-

ing the thermal population of each eigenstate in equilibrium we find the average magnetization

27



to be

EFG 2y (. N2 N2 9 e T _ IR
(M t) = —~ (sin(0) cos(¢)az, sin(f) sin(¢)ay,, cos(f)a?) x 7
sin (4ew1t§> cos(2ew1tz) sin(wos(t + 2tz ))
X + sin3(2ew1t§) sin(wos(7T —tz — 1)) (4.37)

+sin (26&)175%) Cos2(2ew1t§) sin(wos(7 + 3tz + 1))

hwgs hwqps

Where 7 = 2 (efﬁf + e+ﬁT_> is the partition function of the system, K is the Boltzman

constant and T’ is the temperature.

Dephasing effect

The dispersion of a wave group while propagating in a dispersive medium is a well known
phenomena. The basic idea is that different frequencies of the group propagate with different
velocities, and as a consequence they start losing phase. This means that there is a destructive
interference between the modes of the group and with time the group becomes wider and smaller
in amplitude. The same effect happens here. Eq 4.37 describes a single spin in the sample with
a velocity (in our case angular, and not linear, velocity) wos . Since our sample is not perfectly
homogenous there are spins with different environments, namely different EFG tensors, which
mean different ¢'s (Eq 4.7). But this, in turn, means different angular velocities as can be
deduced from Eq 4.12. Therefore, if we want to calculate the total signal of the sample we must
sum over all the spins in the sample. By assuming a normal distribution of frequencies around

an average value wg, we can obtain the result

(MPFE (1)) o E (sin(6) cos(¢)aZ, sin(0) sin(¢)aZ, cos(f)a?) x

c 3 y? z
o ( )2 sin <4ew1t§> cos(2ewrtz ) sin(wos(t + 2tz ))
_(wo==a
5 .3 . B
/ dwoe + sin’ (2ewstz ) sin(wos(r — tz —t))
— 00

+ sin (26w1t§> 0052(2ew1t%) sin(wos(7 + 3tz + 1))
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which yields the expression

(MPFE (1)) o % (sin(0) cos(¢)az2, sin(f) sin(¢)a, cos(f)aZ) x
- sin <4ew1t§> Cos(26w1t%) sin(coos(t + 215%)) exp _w}
+ sin3(26w1t§) sin(woos(T — tz — t)) exp _w
sin (26w1t%> c052(2ew1t%) sin(woes(7 + 375% +t)) exp {_Q%Q(—tht%ﬁ}
The last result means that we got three gaussian shaped peaks centered at times ¢t = —215%,

t=717—lz, t=—-7— 375% with a width of C_2<5' In practice this width is of the order of psec, and
since we are able to practically detect signal only some pusec after the second pulse ends, we
conclude that the only detectable peak is the one centered at ¢ = 7 — tg. We therefore conclude

that the measured signal is proportional to

262 e — 9
(MPFE (1)) o sin®(2ewrts) exp {_C (r 4755 t) }

X

oo

(sin(0) cos(¢)aZ, sin(f) sin(¢)aZ, cos(6)a?) (4.38)

) Yo z

Magnetization in the coil direction

Eq 4.38 gives us the magnetization vector, with the dephasing effect, with respect to the EFG
reference frame. Since the measured signal includes only the component of the magnetization in
the coil direction we must project the total magnetization vector on this direction. The angles
that define the orientation of the coil with respect to the EFG reference frame were defined in

Eq 4.19, and by using Eq 4.26 we obtain the expression

(4.39)

. 2821 —tz — )2
<Mcozl (t)> o Esin3(2€w1t%)exp {_C ( . 2 ) }

Optimization of the pulse length

Eq 4.39 gives us the magnetization in the coil as a function of 8,¢ and n . We shall study a
special case in which V,, at each point of the sample has the same direction. In other words,

this is a case where we can define a clear direction in space, which we denote as z, and in
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each point of the sample the largest component of the EFG tensor (V) will point toward this
direction. In this case the other two components of the tensor, at each point of the sample,
have random directions in the plane perpendicular to z . It means then that the xy plane is

degenerate and we must integrate over all the possible values of ¢, namely

o
(M (1)) (6,1m) o / esin®(2witze)de (4.40)
0
where we have chosen to measure the signal value at the peak of the gaussian shaped envelope,
a common procedure for a spin echo experiment. The optimization of the pulse length is a
preparation stage where we tune the pulse length (tg) to a value which yields the maximum
signal intensity. This is done with § = § (the configuration with the strongest signal). We

therefore conclude that the optimum tz value can be found by finding the maxima of

27
/ \/COSQ(¢)CL?B + sin?(¢)a2 x sin® <2w1t§ \/(3082(¢)a:% + sin2(@’)a§> do
0

with respect to tz. Solving the problem numerically yields the solution witz = 0.90728 for the

first maximum, which was also found to be weakly dependent on 7 (Fig 4-3).

4.4 Summary

Eq 4.40 means that for a NQR spin echo experiment the signal intensity depends on 6 and 7.
The idea of the ADNQR technique is based on this effect.
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Figure 4-3: The echo intensity, for § = § , as a function of the pulse length. The optimal value,
tz, was determined from the first maximum, and is independent of 7.
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Chapter 5

Y BCO - Structure and properties

The high-T. superconductors are classified in a few groups according to their chemical formulas.
A common property to all of them is the presence of CuOs planes which play a major role in
the superconducting mechanism. Our work focuses on a specific group - YBCO,. In this
chapter we intend to give a short description of the Y BC'O,, structure and properties. We will
concentrate on those properties that are relevant for NQR measurements.

The notation Y BCO, is the abbreviation for the superconducting group which has the
chemical formula Y1 BasCuzOg<y<7. Fig 5-1 describes the unit cell of the two extreme cases of
YBCO.

The visible change that oxygenation creates is to vary the amount of oxygen in the chains.
Other parameters that depend on y are the lattice constants (an effect which is not illustrated in
Fig 5-1). The most significant effect is the change of the shape of the unit cell from orthorhombic
to tetragonal. In Fig 5-2 we see how doping affects those parameters.

In crystal form Y has a valence of 43, Ba of 42 and O of -2. The Cu(1) valence is 41,
and we therefore conclude that the Cu(2) valence changes between +2 to +3 with increasing
y. The fact that we can think of the Cu?t as if it is in a close shell electron configuration
implies that its electronic spin is zero (see ref [25]), while the Cu?" ion has a non vanishing
electronic spin. In neutron scattering experiments it was found that CuQs planes with Cu?t
ions are antiferromagnetic. In contrary to this situation, a C'uOy plane composed of many
non magnetic Cu?t ions behaves as a metallic material. For intermediate values of y we can

therefore conclude that each plane is like an array of magnetic moments (Cu?* ions) with holes
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Figure 5-1: YBCO structure and notation
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Figure 5-2: Lattice parameters of YBCO vs. oxygenation at room temperature. [9]

among them due to the non magnetic ions (Cu‘”). For our case, the important effects of the
valence changes are the presence of magnetic domains and the change of the ions charge.

As we saw in chapter 1, the local symmetry is important because it affects the electric field
gradient (EFG) tensor around the ions. We are therefore interested in the tensor symmetry
around the copper ions. We start with the Cu(2) ions. For y = 7 the planes are asymmetric
since a # b (the orthorhombic phase), and the copper ions of the plane hold a charge of 43
or +2. For y = 6 the planes become symmetric (a = b) and the charge of the Cu(2) is now
+2. In the ¢ direction the decrease in y value is accompanied by an increase of the distance
between the Cu(2) ion and its neighboring oxygen and Cu(2) ions. The trend of those two
effects (charge and distance changes) is expected to decrease V, and therefore to reduce the
resonance frequency, wo, as y is reduced (Eq 4.7). This effect indeed exist, as can be seen in
Fig 2-3. For the Cu(1) ions in the y = 6 case we have full symmetry in the ab plane, while
the ¢ direction differs much from this plane. On the other hand, the y = 7 case is crucially
different, because now the be planes are symmetric (with respect to the Cu(1) ions) and the a
axis is different.

The phase diagram is shown is Fig 5-3. The horizontal axis indicates the oxygenation

level. The left axis gives a temperature scale (Ty) that refers to the magnetic properties of
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Figure 5-3: Phase diagram of YBCO

the YBCO. The magnetic zone is bounded by a line denoting the Neel’s temperature. This
is the temperature where the material starts to undergo a magnetic phase transition, from
an homogenous dynamic antiferromagnet with zero net magnetization, to an inhomogeneous
structure that includes domains of antiferromagnet with non zero net magnetization. This
means that for low values (y < 6.4) of doping each ion in the sample feels a large magnetic
field, an effect that drastically change the NQR measurement. The right axis refers to the
T, temperature, the temperature at which the superconducting phase transition occurs. The

structural phase transition occurs at y = 6.4.
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Chapter 6

Sample preparation and

characterization

In this chapter we describe the samples preparation and characterization process.

6.1 Preparation

1. We used a 99.9% pure YBCO powder, manufactured by PRAXAIR.
2. Its doping level was measured by iodometry titration.
3. The powder grains size was about 5um.

4. We inserted 1.095g of the powder into a teflon cylinder of length 10.3mm and 9.5mm in

diameter, and mixed it with StayCast glue.
5. The sample was immediately inserted into a magnetic field of 8.00337" .

6. During the first 30 minutes in the field the sample was shaked by connecting it to a 70cm
rod which was connected to an electromagnetic relay. The input voltage to the relay was

a 25Hz square wave.

7. After 30 minutes the vibrations were stopped and the sample was left to dry for about 12

hours inside the magnetic field.
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incident ray reflected ray

Figure 6-1: Interference by reflection from two parallel planes. When the optical length differ-
ence - 2dsinf, is equal to a multiple of the wave length we receive the Bragg formula.

8. After removing the sample from the field and the teflon cylinder a line was marked on it

to indicate the field direction.

Stages 4-8 describe the orientation procedure. In this process each tiny grain alters its
orientation inside the glue while drying, till its ¢ direction is parallel to the magnetic field.
This is because the susceptibility of each grain, which is a single crystal, creates the maximum
magnetic moment in the direction of the crystal ¢ axis. We thus conclude that the orientation
process aligns all the YBCO grains so that all the (007) planes are perpendicular to the magnetic
field. Since the (001) planes are, by definition, parallel to the zy plane it is clear then that we

identify the z direction with the magnetic field direction.

6.2 Characterization method : x-ray diffraction

The first parameter we measured was the doping level (stage 2 of the preparation section).
To learn about the orientation quality we used x-ray diffraction. The method is based on the
Bragg formula for constructive interference from crystal planes, as it is illustrated in Fig 6-1,

and given by the expression
n\ = 2d sin(6) Bragg Formula

where n is an integer and A the wave length. We see then that the Bragg angle, 6, depends on

the distance between parallel planes.
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Figure 6-2: x-ray diffraction result of the Y BC'O; samples. Those samples were prepared by
shaking. Lower graph, disoriented sample. Upper and middle, oriented sample.

Since the grains in the powder are randomly oriented, we expect to detect signals from all
the angles that fulfill Bragg’s formula. In an oriented sample we have a highly preferred plane
family, the (00l) one. We therefore expect to get a much stronger signal for the angles that
refer to those planes.

In Fig 6-2 the lower graph describes the result of a x-ray experiment on YBCO~7 in a
powder form. This sample was prepared according to stages 1-4 but without stages 5-8 (without
orientation). The scan of this experiment, as well as the others, was focused on a narrow band
of angles, for reasons we shall explain later. The result shows a strong and wide peak around
20 = 32.8°. From reference data we know that this peak is related to reflection from (013) and
(103) planes. The two small peaks at 38.5° and 40.5° are related to reflection from (005) and
(113) respectively.

The upper graph of Fig 6-2 is the result of the oriented sample when the effective planes
family is the (007) type. The sample configuration of this experiment is illustrated in Fig 6-3. In

this figure the 9 joined unit cells represent a tiny grain of a single crystal. The fact that all the
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3d

Figure 6-3: Each tiny grain of the powder is a single crystal, represented in this figure as 9
joined unit cells. The (007) planes are marked in gray, and are all parallel throughout the all
sample. This plane direction is marked by a line on the sample, as illustrated in the right
cylinder.

planes, other then the (007), are effectively in a powder form can be understood through this
figure by gathering many such grains, all of which with parallel gray planes (the (00) planes),
but with random rotation angles around the z axis. The cylinder in the right side of the figure
describes the practical configuration of the sample in the experiment.

As can be seen in the graph the (005) peak was significantly enhanced. All the other peaks
are almost undetectable with comparison to this one. After a 90 degrees rotation of the sample
we expect the (005) peak to disappear, since its Bragg condition is unfulfilled, while the other
should appear like in a normal powder case. This trend is indeed obtained in the middle graph.

Our ADNQR results were performed on samples that were not shake during orientation
(without stage 6 in the preparation list). The relevant known details about them are there
doping values; 7 and 6.675 and weight, 1g each. Fig 6-4 and 6-5 show the x-ray results of those

samples. and we can see the same trend as before.
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Figure 6-4: x-ray result of the Y BC'O; sample. This sample was prepared without shaking.
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Figure 6-5: x-ray result of the Y BC'Ogg7s sample. This sample was prepared without shaking,.
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6.2.1 Practical consideration for the x-ray experiment

As was mentioned before, the x-ray diffraction experiments were performed on a narrow band of
the angle 8. The first criteria for choosing this range was based on the idea that the orientation
process made the (007) planes family unique. We therefore searched for angles that corresponded
to those planes. From the reference data for YBCO in powder form we know the reflection
intensities for each peak. The reflection from the (002) planes, for instance, is four times
stronger than the reflection from the (001) plane. ( (00l) means ! equally spaced planes, in
each unit cell, that are parallel to the ab plane). We also recall that in YBCO the unit cell
dimensions have a ratio that is very close to 1:1:3 (see Fig 5-2). We therefore expect the planes
(100) , (010) and (003) to correspond to the same angle 6, which is an undesired effect since it
prevents us from detecting the (003) plane. Our second criteria was therefore to ignore all the
planes with / that is a multiple of 3. The strongest peak that remained was (005) which is 13
times stronger than (001). The third criteria was to find upper and lower limits for 6. Since
(103) is a clear strong peak related only to the powder nature of the spectrum (it is not from
the family (007)) and it is close to (005) we used it as our lower limit marker. A close, though

not too strong, peak to be used as a limit from above is the (113) plane.

6.3 Summary

We were able to create samples of YBCO which have a preferred direction, the ¢ axis direction.
The quality of the orientation, namely what is the distribution of the alignment angles, is not

clear from our characterization technique.
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Chapter 7

Fit To Data

In chapter 2 we briefly introduced the experimental results. Indeed, we obtained an obvious
angular dependence of the signal intensity, and a clear difference between different samples. In
this chapter we intend to evaluate the exact asymmetry parameter (n) for the two samples of

the preceding chapter.

7.1 Broadening effects

Eq 2.1 yields the theoretical line shape under the assumption of a perfectly aligned sample. In
reality we expect to obtain a distribution of the grains alignment around the z axis, which can
be inserted in the calculation by convoluting Eq 2.1 with a gaussian. Since we may be unable
to estimate the width of this gaussian in a calibration experiment, we analyzed our data in a
way that still makes our conclusions reliable. Our analysis goes as follows:

For the peak of Y BCO7 we assumed a single value for  and convoluted to Eq 2.3 with a

gaussian, namely we calculated
7 0—00 ) 2
. . (=%
(v (0, = [ (v @o.mye () vy
0

We also multiplied this result by a factor that cancel the artificial normalization we applied to
the theoretical result. By varying the width and the multiplying factor we improved the fit (in

the sense of least squares). We then changed the value of 7 and repeated the process again
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Figure 7-1: Theoretical and experimental results for the peak of Y BCO7. The line represent
the best fit, including the broadening effect (see text). The fit results are n = 0 + 0.1 and
o = 15°. The RF frequency is 31.15MHz.

until we found the best fit. This yielded i and the distribution width.
For the shoulder of Y BCO7 and Y BCOggrs we used the width we found for Y BCO7; , and

varied 17 and the factor to obtain the optimum fits.

YBCOy

In Fig 7-1 the result of such a fit for the®*Cu(2) peak of Y BCOy is presented. The parameters
that correspond to the theoretical line are 7 = 0 £ 0.1 and ¢ = 15°. This result agrees well
with the known value of n = 0.01 & 001 as it appears in ref [17]. However, it should be noted
that our experiment was performed at room temperature, while the cited value of 7 is for 4.2K.
Since the width parameter is speculated, in the sense that it doesn’t necessarily indicate the
real alignment distribution, we conclude thatr is not absolutely correct. In other words, if the

real alignment distribution is wider, n will be smaller. In Fig 7-2 we show the result for the

63Cu(2) shoulder of Y BCO;.
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Figure 7-2: Theoretical and experimental results for the shoulder of Y BC'O7. The line represent
the best fit, including the broadening effect (see text). The fit results are n = 0.6 £ 0.1 and
o = 15°. The RF frequency is 30.53MHz.

YBCOgg7s

For YBCOgg7s the agreement of the result with the theory isnt as good as in the previous
case. We recall that for 7 = 1 the minimum value is about 04 (see Fig 2-1), while in our data
it’s about 0.6. Such a significant change can be caused by an alignment distribution width of
about 60°. The fact that the magnetic moment of Y BCOggys is greater than that of Y BCOy
contradicts the conclusion that the alignment of Y BCOg g75 is wider than that of YBC'O; . In
other word, using the width of 15° as an upper bound for the Y BC'Ogg7s case does make sense.

Fig 7-3 illustrates the fit of the parameters n =1 4+ 0.1 and width=15° with the data.

7.2 Orientation of the EFG tensor

The EFG tensor includes two parameters n and q. They depend on the charges values, distances
and symmetry. But in fact it includes more parameters - the orientation of the tensor with
respect to the lattice axes. In this section we check whether these parameters can explain part

of our data.

From Fig 5-1 we see that from a simple consideration of the ions position we expect Cu(2)
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Figure 7-3: Theoretical and experimental results for Y BCOgg7s. The line represent the best
fit, including the broadening effect with the same width as for theY BCO7 case (see text). The
fit result is » = 1 . The RF frequency is 27.501MHz.

to have symmetry in the ab plane and preferred direction in the c¢ axis, which is indeed the case.
For the C'u(1) case the same simple arguments can lead us to estimate that the EFG tensor
at this point has its major axis in the a direction and that the bc plane is almost symmetric.
This simple model fits the conclusion of [17]. We recall that the theoretical result, as it appears
in Eq 2.1 underlies the assumption that the ¢ axis is parallel to the V,, direction, which is the

case for Cu(2) in YBCO¢, but not necessarily for Y BCOg 675.

7.2.1 Correction of the equation

In the frame of this work we didnt preform the calculation for this case - the case in which
the direction of the orientation is not parallel to V,,. What we will do is to explain the general
influence of this effect. If the direction of the orientation (c) is parallel to the EFG major axis

(V) the magnetic field of the coil is given by (Eq 4.19).
B(t) = 2B cos(wt) [sin(@) cos(¢), sin(f) sin(¢), cos()] (7.1)

as illustrated in the left part of Fig7-4. In this case the a and b crystal axes are in the xy planes

with arbitrary angles ¢ for each grain. If the direction of the orientation (¢) is perpendicular
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Figure 7-4: The coil orientation for different EFG orientations. Left: V,, | ¢ (as in Cu(2) of
YBCOy). Right: V,, || a (as in Cu(l) of YBCOy7).

to the EFG major axis (V,,) the coil magnetic field will be written as

B(t) = 2By cos(wt) [sin(0) cos(¢), cos(8), sin(f) sin(¢)] (7.2)

which is the right case of Fig 7-4.

For the sake of simplicity we choose the case 7= 0. Since the z component of B is irrelevant
Eq 7.1 gives zero coupling value for § = 0 and maximum value for § = %, while from Eq 7.2 we
see that the zero coupling value can not be obtained in the right case. The effect is probably
more complicated since we have to integrate over ¢.

We therefore suggest another effect that may help to explain the result of the Y BCOgg75
case. If the orientation of the EFG tensor in Y BCOgg75 differs from the one of YBCO7, we
expect the signal intensity ratio of the 0 =0 and 0 = 5 cases to be smaller than the theoretical
prediction we gave in chapter 2. It is important to emphasize that this result coincides with

our previous result of n & 1, since both of these effects imply that the symmetry in the planes

of YBCOg g7s 1s lower than the one of YBCO~.
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Chapter 8

Advantages and Disadvantages

The NMR methods to measure 7 use the quadrupole interaction as a perturbation that is
added to a usual NMR Hamiltonain [1, 3, 10, 15, 16, 17, 18]. Their basic idea is that different
orientations of the EFG tensor, with respect to the NMR magnetic field, generate different
energy levels. Explicit calculation shows that the spectrum of such an Hamiltonain includes
peaks from which one can deduce 7. From hereafter we refer to this method as the NMR

method. We compare now between the ADNQR method and the NMR method:

1. In a NQR experiment we measure the average value of . Since ADNQR is sensitive to
|n|, this method measure the average of |n|, which includes useful information that the
average of n doesn’t overlook. For the |n| case zero average value means the sample is
homogenous, while a non zero value clearly proves that inhomogeneity exists. On the
other hand the NMR method, applied on a powder sample, gives peaks in the spectrum
that depend linearly on 7 [10]. It means then that symmetric fluctuations of r, around
zero value, can not be detected by this method. The only influence related to this effect

is a broadening of the peak, which is hard, if possible, to measure.
2. The NMR method treats the quadrupole term in the Hamiltonian as a small perturbation.

3. The NMR method can’t detect internal structure of the NQR spectrum. Whereas, by
using the ADNQR technique we can measure 7 for each and every point in the Y BC'Og g75

spectrum. This may give us more data on the 30MHz peak, which is of great interest.
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4. A major disadvantage of the NMR technique is its sensitivity. Adding the NMR field to
a narrow NQR spectrum makes it broader, and in order to measure all the nuclei of the
sample we must scan the spectrum. This means that in each measurement we detect only
part of the nuclei. Since the ADNQR technique doesn’t shift the system energy levels we
can measure all the nuclei at the same time. This of course improves the sensitivity of

the method.

5. The NMR technique uses a very strong magnetic field, that may change part of the sample
properties, (electronic configuration for instance), which in turn change n. This problem

doesn’t exist in the ADNQR technique.

6. Since the result depends on n* for small 5, the ADNQR method is not accurate for small

values of 7.

7. The ADNQR technique requires an oriented sample. This raises two difficulties. We must
know the orientation quality to evaluate a numerical value for n, and we must know the

direction of V,, with respect to the orientation direction.
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Appendix A
Spin % in magnetic field

The aim of this appendix is to describe the motion of a spin in magnetic fields. In the quan-
tum mechanical approach it means finding the wave function and calculating the observables

expectation values.

A.1 Static homogenous magnetic field

We start by looking at the interaction of a spin with a static homogenous magnetic field Bg =
(0,0, By). We shall confine ourselves to spin 3.
The nucleus possesses a total magnetic moment g, which is related to its total angular

momentum / , by the scalar v- the ” gyromagnetic ratio”. The relation is

= ~hl (A1)
where
. 0 1 0 —il 19
i=(, )0, ) (A.2)

(We work in the usual spin % basis, (1| £ < 1 0 ) and (|| £ < 0 1 ))

The energy of a magnetic moment in a magnetic field is the scalar product of the two. The
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Hamiltonian is therefore Hy = —pu - By, and by defining

wo é ")/B() (Ag)
it can be written as
. Aw 1 0
Hy=-——2 (A.4)
2 \o -1

The wave function, W, is a solution of Schrédinger’s equation

o N
B — Hy W A5
Vot 0 (A-5)

Since the Hamiltonian is time independent, and diagonal in our basis, the solution is straight-

forward
. wop 7 (87 - y 87
U (t) =2 et L PNMER () (A.6)

where a and (3 are time independent and are determined by initial condition. The normalized
condition is |a|? + |82 = 1. UNME(%) is the time propagator of the system. We will see later
that this propagator can be replaced by a transformation to a rotating frame with angular
velocity (0,0, wp), or in other words that this propagator actually rotates the spin around the
z axis.

The expectation values of the nucleus magnetic moment are

(123 = (W ()] 90 L. 19 (1)) = 58 lal? — |5 (A7)
{10}y = (0 (1) Y0 10 (1)) = A Re(* e ) (A8)
() = {0 ()] YT, [0 (1) = 4 Tm(a” Be ") (4.9)
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Bo >> B:

Figure A-1: Magnetic fields configuration in a basic NMR experiment. The coil produces a
time dependent field - 2By, perpendicular to a strong static field By.

A.2 Time periodic magnetic field

We now add a coil which is perpendicular to the homogenous field By ,as is illustrated in Fig
A-1. If we apply an alternating voltage to the coil our spin will be subjected to a time periodic
magnetic field. By defining the z and z direction as in the figure the total magnetic field is
B = (2B cos(wt), 0, Bp). The Hamiltonian is thus

H(t) = Ho — 2vhBj cos(wt) I, (A.10)

Equation A.10 can be written also as

H(t) = Ho + H(w) + H(—w) (A.11)
where we define
. 1 0 Bye it
H(w) 2 = - (A.12)
2 Bl ezu)t 0

A.11 then means that the nucleus interacts with three fields. By in the z direction, B; which
rotates around the z direction clockwise and B; which rotates around the z direction counter-

clockwise.

51



A.2.1 Transformation into a rotating frame

Unlike Eq A.4 this new Hamiltonian is time dependent and has off diagonal elements. Solving
it will be much easier by transforming to a rotating frame. We make a rotation in real space
around the z axis by the angle wt . This rotated reference frame will be denoted by S’ while
the one in Fig A-1 is marked as S. Since the rotation is around the z axis the magnetic field

vector (we treat both the rotation and the field classically) transforms in real space as

cos(wt) —sin(wt) 0
B'=| sin(wt) cos(wt) 0 |B (A.13)
0 0 1

Transformations in the state space are of the form

U = ¢ iy (A.14)

O/ — efz'wtfz Oeiwtfz (A.15)

where O stands for an operator.

Using A.14, A.15 and A.13 allows us to write the Schrédinger equation in S’ as ih%\ll’(t) =

B ()W (t) with

H'(t) = Hy+ H'(2w) + H'(0) (A.16)
where
. 1 By — % 0
e (A.17)
“ 0 —Bo+ %

This result is interpreted as follows. The field which in the lab frame rotates around the z axis
with frequency w is now seen in the rotating frame with a double frequency, while the opposite
one seems to be constant. This gives us the last two terms in A.16. The first term tells us that

in the rotating frame the homogenous constant field has changed its value, though it is still
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constant and in the z direction. We note here that the extra term %hf; in the Hamiltonian
(A.17) will always appear in a time dependent rotation transformation. This is because S’ is a
non inertial frame. The same result is encountered in classical mechanics, where the extra term

is the centripetal force.

Solution in the rotating frame

According to A.17 it seems worthwhile to choose a rotating frame with w = wqg, which is the

resonance frequency of the unperturbed Hamiltonian (A.4). By defining first
w1 = ’}/Bl (Alg)

The Hamiltonian in this rotating frame becomes

. 1 0 1 4 ¢ #2wot
H'(t) = —Ewlh N (A.19)
1 + et wot 0
The interpretation of A.19 is that in this special rotating frame we have a two levels system
with a degenerate energy £ = 0. We also have two magnetic fields. One with an off resonance
frequency, 2wy , and the other with a resonance frequency, zero. It is clear then that the off

resonance field can be ignored since it induces rapid small oscillations between the states (see

ref [14])!, leading us to a non diagonal time independent Hamiltonian

. 1 ~
H' = —5hwi Iy (A.20)

According to A.14 and A.6

W (t=0)=T(t=0)= (A.21)

We call this type of omission the off resonance approximation.
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And it evolves with time as

Ly o} ~ Q
\I// (t) — elwlfzt Y UNMR(t) (A.22)

pulse

B B

The expectation values for the nucleus moment, in the rotating frame, are
- 1 . *
(1) (8 = (W' )| 4L [ W (1)) = 590 | (laf” = |8”) cos(wit) — 2sin(wit) Im(a*B)|  (A.23)
(1) (1) = Y Re(a*B) (A.24)

() (8) = %yh <|042 . |5|2) sin(wit) — i cos(wit) Im(a*B) (A.25)

These results seem to be quite messy, and instead of dealing with the general case we should
look at a specific one. We assume that we start with a spin up, which means spin in the z
direction. From A.21 this means 8 = 0. We also choose the alternating field in the coil to be a

pulse of duration ¢ = %1 In this case A.23-A.25 become

<M/Z>(t:ﬁ) =0

() —pry = O (A.26)
1
</”L;/>(t:ﬁ) = 575
While according to A.7-A.9
! 1
<“2>(t:o) = (i) (t—0) = 575
<“;:>(t:o) = (M) (t—0) =0 (A.27)

<%>(t:0) = <“y>(t:o):0

We thus see that the result of this so called § pulse is to turn the spin, in the rotating frame,
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Figure A-2: The § pulse rotates the spin from the z direction to y’. During the pulse time the
frame S’ rotates with angular velocity wg around the z axis.

by 90 degrees, from the 2’ direction to the 3’ direction. This is illustrated in Fig A-2. The

0NN[R

operator pulse

(t) ,which was defined in Eq A.22, thus describes a rotation of a spin around

the =’ axis.
Expectation values in the laboratory frame
If we want to find the wave function in the S frame we simply insert Eq A.22 to Eq A.14 and

get

«

W(t) = Ug M) Upisd (1) (A.28)
B

As can be seen from this result the transformation to the rotating frame (as it is defined in Eq
A.14) is no more then the time propagator of the unperturbed Hamiltonian of Eq A.4. And
as was mentioned before we can understand the propagator Uév MR(1) as a transformation to a

rotating frame.

A.2.2 An FID sequence

The free induction decay (FID) sequence is the simplest NMR experiment. It includes a pulse

that rotates the spin by 90 degrees, and then a pause of time ¢ in which only the field Bg exists.
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As we’ve already seen the field By causes the spin to rotate around the z direction. The result
of such an experiment, operating on the initial state |1}, is therefore a spin that rotates in the
xy plane around the z axis. From the previous results the wave function of such a sequence is

given by
_ FFANMR/\fINMR NMR
U(t)=Ug " (O)Uo " (b2 )Upuise (tz)

A.3 Summary

1

e We have a two levels system of a spin 5 in a constant magnetic field.

We apply a time dependent perturbation by a sinusoidal pulse.

In a specific rotating frame, where we can ignore the off resonance frequency, we got a

time independent Hamiltonian.

With a specific pulse length we can turn the spin from the up state to the xy plane, and

then make it rotates in this plane.
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Appendix B

A Special Case of NQR - n =10

In this appendix we solve the NQR Hamiltonian for a specific simple case, n = 0. The impor-
tance of this case is in providing us an intuitive picture for the NQR case. We will compare this
case with the one of NMR of spin % At the end of the appendix we will provide an intuitive

explanation why the signal intensity depends on the coil orientation, the result of chapter 4.

B.1 The Hamiltonian

The general Hamiltonian is given in Eq 4.15. In the case of zero 7 it is reduced to a diagonal

form.

1 0 0 0

N sl o =1 0 o
HEFG = 20 (B.1)

2 1o 0 -1 0

0 0 0 1
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The transformation 4.16 is reduced to the identity operator, and the perturbation matrix gets

the simple form

3
20 0 0
. 05 0
WEFG(t) = 2hw; cos(wt) cos(h) 2
00 -1
3
00 0 -2
0o L o0 o0
, Bog 10
+2hwy cos(wt) sin(6) (B.2)
0 1 0 ¥
0 0 ¥ o

where we chose to apply a pulse in the zz plane, ¢ = 0. Since n = 0 we know that the problem
is independent of ¢. For the same reasons as in chapter 4 we omit the diagonal elements of
the first term on the RHS of Eq B.2. The off resonance approximation allows us, as before, to

ignore the 1’s in the perturbation matrix and to obtain the total Hamiltonian

1 0 0 0 01 00

.. Al O 1 0 00
(t) = 22 + v/3Hw1 cos(wt) sin(6) (B.3)

2o 0o -10 000 1

0 0 0 1 00 10

The last result immediately explains why in the case of = 0 and 6 = 0 the signal is zero. The

perturbation in this case can not couple between the energy levels and it is effectively zero.

The wave function

Like before we seek a solution of the form

e Tt 0 0
0 &3t 0 0 L
UErG(t) = g e(t) 2 UT () (t)
0 0 ezt 0
0 0 0 e it



To find the time propagator during the pulse we use the result of chapter 4 with the corre-

sponding values

3 3
Do = % A=0 I’ = sin(0) €= %wl sin(6)
to receive
efi\/gwl sin(@)fzt% 00
00
=0
Ugulse(t) = (B.4)
00 efi\/?_;wl sin(e)fzt%
0 0

The wave function for an all spin echo sequence is therefore

=0 =0 =0 =0
LS (t+2ts +74tx) =Ug (¢ +2tz)U 0 (2t2)Ug (1T + t2)U] 0 (t2)p(0)  (B.5)

pulse pulse

B.2 Comparison with NMR of spin %

Comparison of the wave functions

For the sake of simplicity we shall compare the two cases for a simple FID sequence. The
generalization to a full spin echo sequence is straightforward. We find it useful to introduce the

following quantities:
00

0 0
¢(0) £ ]0) for spin 3.

20

U

(0) £ for spin 2.
d

fz(z = z,y, 2) are the angular momentum operators for spin %

ff(z = x,y, z) are the angular momentum operators for spin %

In appendix A we found that for the NMR case the wave function of such a sequence was

GNMR; 4 4. = gol:(thg) gkt | B.6
FID T
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While for the NQR case with zero 1 the result can be written as

=0 ~n—0 ~n=0 u
Vip(t+tz) = Uy (t+tz)U),.(tx) ) >
ei(fwo)fz <t+t12:) d efi\/?_:wl sin(0) Izt A "
5 eiwofz <t+t%) O V3w sin(0) Lot

In a more convenient way we can rewrite the last result as

10 ¢+ t2) ez’(*wo)fz <t+t%) efi\/?_;wl sin(0) It g o >
FID )=

O" eiwofz <t+t%) e*i\/?_)u)l Sin(@)fzt% d

(B.7)

By comparing FEq B.6 with Eq B.7 we conclude that the wave function of the NQR case
evolves with time as if it is composed of two uncoupled spins half. One behaves as a simple
NMR of spin % case (the down subspace), and the other acts as a NMR of spin % case that

rotates in the opposite direction with respect to the z axis.

Comparison of the expectation values

The last conclusion is for the wave function, but since the measured quantities are the observ-
ables we must compare them in order to receive the right intuitive analogy between the two

cases. We start with the NMR case

<A > o (0] efiwlfzt% efiwofz <t+t§) eiwofz <t+t§)eiw1fzt% 10) (B.8)
z .

S Nl

N[ =

eiwgfz <t+t12:) eiwlfzt% 0) (B.9)

xT

<" > o <O| e*iwlfzt%efiwofz<t+tg)

S =

No|—
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R s o 0 —s1 . o
< y> - <0’ efzwllzt%—_ e*ZWOIz <t+t%) i3 ezwolz <t+t%)ezw1[zt12: |0> (BlO)
iz 0
For the NQR case we have
ei\/?_:wl sin(0) ztg efi(fwo)fz <t+t;§) O
(1) o (ud] o
Z é ez\/?_:u)l sm(G)Iact% efzwglz <t+t1§—_)
3
5 0 0 0
02 0 0
X 2 X
00 —3 O
3
00 0 -3

ei(fwo)fz <t+t121) efi\/gwl sin(0) ot

Or in another way

X ) 3
<f§> o« (u] Vw1 sin(0) oty —i(-wo)l. <t+t12:) 3
0
X R 1
(d (V3w sin(@) Ity —iwol. (t—‘rt%) -3
0
Using the fact that
3 1
> 0 _ 3
1
01 0
1 1
-3 0 _ |3
3
0 -3 0
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eiwofz <t+t12:) efi\/gwl sin(0) Iztg d

O u >
B.11)

0 ei(fwo)fz<t+t12r.)e*i\/§wl Sin(e)fztg- ’u> +
1
2
0 eiwofz(t—i-tz?r.)e*i\/?_)wl Sin(e)fztg |d§B.12)
3
32
0 10
) +
—3 0 1
0 1 0\
1
—3 0 j



allows us to write Eq B.12 as

) T 0\ .. e
<I;1> o 14 VB sin(0) sty efz(fwo)lz<t+t;rz) ez(fwo)lz<t+t;rz)efz\/§w1sm((9)lzt_§ )

O N

N

14 V3w sin(0) Lt efiwofz (t+t,§) eiwofz (t+t§) o iVBwisin(0) sty p.13)

S o=

[
No=

Comparing Eq B.13 with Eq B.8 proves us that indeed the conclusion about the wave function
is valid for <f§> too. The NQR case can be divided into two NMR spin % cases. The first
case, the up subspace, behaves as a spin % but with one difference: its average value, in the
z direction, is shifted by one angular momentum unit. The second case, the down subspace,
behaves as a spin % with an average value of -1, and it rotates around the z axis with an opposite

direction compared to the up subspace. For the y component we write f;l as

0 —i¥3 0 0
o 0
Iy = B + 0 —i3 +
0
0 0 INEI
0 0 0 0
i 0 + 0\, (B.14)
0 0 00

The first two terms give us

. . o . R 0 —i . R . PR
<[§> « (] V3w sin(0) Letg —i(~wo)l. <t+t12£) t iwo)l. (t+t12:) V3w sin(0) Lotg )
1 0

0 —

n <d| ei\/?_;wl sin(G)fzt_zQE efiwofz <t+t1§:) eiwofz <t+t§) eii\/gwl Sin(a)fzt% |d(>B15)

t 0

Eq B.15 relates to Eq B.10 as Eq B.13 relates to Eq B.8, and the analogy is therefore clear.
The last two terms of the RHS of Eq B.14 are obviously off diagonal in the 4 x 4 matrix

A A T oy Tan— A
=0 =0 =0 =0
U5=0( +15)07a0e(t5)] Iy |05+ 1)U (05)

pulse pulse
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Which is the matrix that yields <f§> before inserting the bra and ket |0) (like in B.11). In

other words it means that these two terms are 4 x 4 matrices with zeros on their diagonal.

Since ¢(0) is one of the eigenstates of f;l (Thermal equilibrium surely provides us the system

in one of its eigenstates) we know that we will get zero when calculating the expectation value

for these two matrices with |0) . The conclusion is then that Eq B.15 is the right solution for
1

<f§> , and again it describes the system as a motion of two independent spins 5 in an NMR

experiment. The calculation and conclusion for the x component are the same.

B.3 Total magnetization

From the last results we can obtain an explicit form of the magnetization for the n = 0 case.

We use for ¢(0) the following wave functions

N
u
I
—
o
o
o
—
o
o
o

=
I

(B.16)
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Where the first two states have the same population as well as the last two. This means
that for each up state there is always a down state, and vice versa. We would also like to define

the operator

M2 (B.17)
10

which has the meaning of replacing the up and down states for the spin % case. It is easy to

show that M has the following properties

Mlu) = |d) , Mld)=|u)

MILM = -1, , MI;,M=—1, , MI[,M =1,
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Appendix C

Experimental Aspects of

NMR/NQR

Until now we represented the entire NQR system as a simple coil that produce the time depen-
dent magnetic field. As a concept it is enough, though practically the problem is much more

complicated. The aim of this appendix is to describe basic NQR experiments and apparatus.

C.1 Hardware

Frequency range

We first have to know what is the relevant frequencies range. Using Eq A.3, with a magnetic
field of the order of tesla, gives frequencies of tens and hundreds of MHz. In the NQR case the
equation for the frequency is 4.12, which still gives us tens of MHz. Therefore the frequency
range of our problem is the RF (radio frequency).

An important feature of RF electronics is the impedance matching, which means that when-
ever you cascade a unit into the circuit you have to tune its impedance to fit all the other circuit’s
units impedance. The basic idea behind the impedance tuning is that we are now dealing with
a high time varying electro-magnetic field. The voltage and current are changing along the
circuit, making the usual DC approach incorrect, and constrain us to treat the problem with

the wave approach. With this approach the intersection of two different parts causes reflection
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Figure C-1: Block diagram for the NQR system.

and transmission of the initial wave (like light between two media with refraction indices). To
avoid reflection, which means losing power, we must have the same impedance (50€2) for all the

units in the circuit. (Which is the same as having equal index of refraction for the light case).

Block diagram

A schematic block diagram is shown in Fig C-1

Transmitter

The first three units function as a source for the sinusoidal pulses. A good RF generator should
supply a continuous sinusoidal wave with high frequency and amplitude stability. The stability
is less important when dealing with solid, or magnetic materials (YBCO), because in those
materials the width of the signals, in the frequency domain, is much wider then in the liquid
case. The pulse duration (see section C.3) is of the order of psec, which restricts the switch
and the pulse generator to have a raising time of about nsec.

A second important feature of the switch is its on-off ratio, which should be about four to
six order of magnitude for the voltage attenuation. If in the off mode the leakage is too high
the amplifying unit after the switch may cause a too strong induced field in the coil. This, in
turn, rotates the spins back to the zy plane, against the natural relaxation process, and affects
the relaxation rate. It is then clear that the leakage is more significant for a long Ty relaxation
experiment. In extreme cases, when T is very long and the induced field is strong enough, the
spins will be saturated and there will be no induced signal.

The amplifying unit receives an input of about a milliwatt. It’s output power should be
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between 100 to 1000 watts. It is therefore a high power RF pulse amplifier. To improve the

power leakage between the pulses it may have gating stages included.

Receiver

The last two units function as the receiver stage of the system. The first one, the Pre-Amp, has
a crucial role since it is the first gaining stage of the circuit. This stage amplifies the original
signal to a level where it can be manipulated (modulated, filtered, multiplied, amplified etc.).
Since the following gaining stages of the circuit will amplify the total output of the Pre-Amp
(including the inevitable noise that the Pre-Amp himself creates) the most important feature
of this unit is a low signal to noise ratio. This unit has to operate in the RF range, since no
frequency modulation was yet done in the circuit till this stage. Since its input signal is of the
order of microvolts it best be located close to the probe output. A band pass Pre-Amp has the
advantage of reducing the noise level, but on the other hand it restricts the system to a defined
frequencies range.

The last unit is responsible for data processing like frequency modulation (which removes
the RF carrier frequency so that only the signal envelope remains), further gaining stage (of

audio frequencies) and noises filtering (phase cycling).

Duplexer

This unit switches the connection of the probe between the transmitter and the receiver. There

are a few difficulties this unit has to overcome:

1. The transmitter output voltage is hundreds of volts, while the receiver input voltage is

microvolts. We thus must decouple the transmitter from the receiver.
2. We work with RF frequencies.
3. The switching time should be psec.

One way of solving this problem is to use two orthogonal coils. One transmits the pulse to
the sample and the other receives the signal. The main problem with this method is that it
doesn’t work in the NQR case, since the induced field is parallel to the transmitted one (see

appendix B). For the NMR case it is indeed a useful method though not without difficulties.
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Figure C-2: Schematic description of a duplexer circuit.

Transmitter

Probe

Figure C-3: The equivalent duplexer circuit during the RF pulse.

We now describe the duplexer we use in our laboratory. A schematic description is given in
Fig C-2. A crossed diodes is a device that acts like a switch which is on for large signal with
zero impedance, and off for low signal (70.5 volt) with high impedance. When a high voltage
RF pulse arrives from the left both crossed diodes behave like a zero impedance component, the
output impedance of the quarter wave cable is thus zero, and the input impedance is infinity.

This is because a quarter wave cable acts as transformer with the property that

Zin Dot = 250 (C.1)

Where Z;, and Z,,: are the input and output impedance of the cable. The circuit of Fig C-2
is thus reduced to the one of Fig C-3. We see then that this unit switches off the receiver from
the transmitter when a high pulse is transmitted.

When the transmitter’s pulse decreases below 0.5 volt the left crossed diode behaves as an

infinite impedance component so the probe and the receiver are decoupled from the transmitter.
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Figure C-4: The equivalent duplexer circuit after the RF pulse.

The right crossed diode also has infinite impedance since the probe’s induced signal is very weak
(less than one volt). Since Z;, is now 5082 (the probe’s impedance) Z,,; is 5082 too and we get
the complete matched circuit of Fig C-4

The right crossed diode in Fig C-2 also guaranties that voltage higher than the diode’s
threshold voltage won’t reach the Pre-Amp input, since for such a voltage the crossed diode
is like a connection to the ground. Therefore it functions as a filter and guarding unit for the
Pre-Amp, and since the induced signal’s level is microvolts, the lower the threshold voltage the
better it functions.

There are two major problems with this type of duplexer. One is the dependence of the
quarter wave length on frequency. Changing the frequency will inevitably change the wave
length and thus force us to change the cable length. It is therefore a bandpass device with an
approximately 10% variation of the frequency. The second problem arises from the length of
the cable at low frequencies (15 meters at 3MHz) which makes it an inefficient device for low

frequencies.

Probe

The probe is the unit which contains the sample. As part of the RF circuit it must have a
50€2 impedance. Since we are interested in a specific frequency in each measurement it should
include a narrow band pass filter inside. Furthermore, in solid and magnetic materials we have
very broad lines (MHz), which we have to scan by changing the frequency for each measurement.
We thus conclude that we need a tunable band pass filter with a constant 50§2 impedance. This

is achieved by the probe.
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Figure C-5: The NMR/NQR probe.

Fig C-5 is a schematic description of the probe. A circuit equivalent to this unit appears
in the low left corner of the figure. The impedance and resonance frequency of this circuit are

given by the expressions [5].

Z:R<1+—2>2 (C.2)

/ 1

In practice the matching of the impedance, and tuning of the resonance frequency, are done by
changing the capacitors capacitance. This is done by pulling and pushing the external cylinder
of the left capacitor, or the internal cylinder of the right capacitor.

In our laboratory we automatized this function. By connecting the external cylinder of left
capacitor to a step motor we are now able to scan automatically a wide range of frequency
(~3MHz). This allows us to obtain a much more accurate and detailed spectrum.

The most important component of the probe is the coil because its features can be easily

changed. According to Eq C.3 the probe’s resonance frequency depends on the coil inductance,
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so we have to choose a coil which agrees with the required frequency. Furthermore, the coil

inductance and resistance affects the Q factor of the probe through the equation

L
=2rv— CA4
Q= 2wy (C.4)
Where v stands for frequency (MHz) and L and R are the inductance and resistance respectively.
This in turn changes the signal to noise ratio, the width of the filter and its recovery time. The
size of the coil should determine the size of the sample, so that the filling factor will be optimal.
Since there are so many parameters and effects we usually use some rules of thumb to choose

an appropriate coil

1. Its diameter should be the same as its length.
2. The space between the turns should be equal or less to the wire diameter.
3. The size of the sample should approximately determine the coil volume.

4. To change the coil resistance we change the wire diameter or material.

C.2 Basic pulse sequence

FID

This sequence is composed of one short pulse (of the order of us), that rotates the spin from

the z direction to the zy plane. It is therefore called a 5 pulse. After the pulse ends the spin
starts to rotate in the xy plane and by doing so induces a voltage in the coil. This induced
voltage is the signal measured in the experiment. A detailed calculation for this sequence in

the case of spin % in a static magnetic field appears in appendix A.

Spin echo

The FID sequence has some practical disadvantages. The main problem is that the signal
appears right after the pulse ends. Inevitably, there is a "dead time” after the pulse due to
the relaxation process of the electronic circuits. In some materials the natural relaxation rates

inside the sample are faster than the electronic relaxation, and this makes the signal detection
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Figure C-6: Schematic description of a Spin Echo sequence. Two pulses followed by a gaussian
shape echo.

impossible. The spin echo is a sequence of two pulses that enables us to detect the echo long
after the electronic relaxation ends. The first pulse is a § pulse. The second pulse is transmitted
after a time 7, and is twice as long as the first pulse. This pulse rotates the spin by 180 degrees
and is therefore called a 7 pulse. An illustration of such a sequence appears in Fig C-6. The two
pulses appear as square wave forms, though in reality they consist of rapid sinusoidal oscillation
(with frequency wy) inside the square shape envelopes. The gaussian form that appears after a
time of 27 is the induced signal.

To explain why this is the result of such a pulse sequence we choose to treat a spin % in

an external magnetic field in the z direction (NMR case). According to A.26 right after the 7

pulse, in the x direction, the magnetization of the i’th spin is

M(t5) = 574 (0,1,0) (C.5)

We then wait a time 7 during which the spin precesses around the z direction with an angular
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frequency
w=9B; (C.6)

where B; is the magnetic field (in the z direction) that the i’th spin feels. The magnetization

after this time will be
1 .
M;(tz +7) = E’yh [sin(yB;T), cos(vB;T), 0] (C.7)

We now apply the 7 pulse. It will rotate the spin, around the z direction, into the xy plane.
Since this is a 7 pulse the spin will appear back in the xy plane, but phase shifted by 7+ 2~B;T.

The magnetization is now
M;(tz +7 +tr) = %’yh [sin(m — vB;7),cos(w — vB;T), 0] (C.8)
After the pulse ends the spin again precesses around the z axis and we get
Mtz +7 +tr +1) = %’yh [sin(7 — vB;T 4+ vB;t), cos(m — yB;T + vB;t), 0] (C.9)
We rewrite Eq C.9 to receive
Mtz + 7+t +1) = %’yh [sin(y (1 — ) B;), —cos(v (1 — t) B;), 0] (C.10)

To get the total magnetization we have to sum over all the spins in the sample. Eq C.10 is the
magnetization of the i’th spin which is subjected to the local static magnetic field B;. In reality
there is a spatial inhomogeneity of those local fields (in the z direction). This time independent
inhomogeneity is due to imperfections in the sample, or in Bp himself (see Fig A-1), that cause
different internal fields in the sample. We will assume a normal distribution of those fields

around a field value By = 0 (this happens in the rotating frame). Under this assumption the
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number of spins that feel the static magnetic field B is proportional to

B\?

exp | — <£> dB (C.11)

The total magnetization is thus

[ el )
M(t) o< / dBexpl ‘¢8/ | [sin(y (1 —t) B), —cos(y (r — t) B), 0] (C.12)
which yields
2 2 2
~(t—T1) (6B =

M(t) o exp [— ( 4) (8B) (-y) (C.13)

We therefore have a gaussian centered at time 7 after the second pulse with a width

ATgtatic = (C.14)

~6B

This result means that due to time independent spacial inhomogeneity of the field the
spins loose their coherent phase. This effect is called dephasing. Its time scale is given by Eq
C.14 and depends on the field inhomogeneity. An important feature of this process is its time
independent reversibility. After the § pulse it takes about AT time for the magnetization to
dephase and disappear, but even if you wait a very long time (7 > AT') before you apply the =
pulse the magnetization will be reconstructed with the same intensity. This time independent

reversibility originates from the time independent field inhomogeneity.

C.3 Fluctuations processes

In the previous section we used a time independent inhomogeneous magnetic field in the z
direction. We now elaborate the problem by inserting a time dependent field which fluctuates

in the z direction. We will see that this field affects the system in two ways.

1. It causes the echo, in the time domain, to become wider. This effect is called motional nar-

rowing. ” Narrowing” refers to the echo width in the frequency domain, while ” motional”
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refers to movements inside liquid samples that cause the fluctuations.

2. Unlike the case of time independent field, in the fluctuating field the signal intensity does
depend on time. The longer the waiting time the smaller the measured signal. Therefore

it is advantageous to use as short a 7 as possible.

Motional narrowing

In the static inhomogeneous field case the dephasing time scale was given by Eq C.14. An
intuitive way to understand this result is to think of two spins subjected to two different
magnetic field. According to Eq C.6 those two spins will gain angle (phase) between them
while rotating in the zy plane. We denote this angle by A®. After a time ¢ the value of this

angle is
Ad :’}/(Bl —Bg)t (Cl5)

We can define the out of phase state as A® = 1. This gives the dephasing time

1

T
v (B1 — Ba)

and the analogy between the last result and Eq C.14 is clear. Suppose now that these spins
rotate a time t; and then ,simultaneously, the fields By and By change signs and rotate a time

to longer. The phase between the spins will now be
AP, = v (B1 — Ba) (t1 — t2) (C.16)
while without the flip it would have been
ADyithout fiip =Y (B1 — B2) (t1 +t2) > A®jyy

We thus see that without fluctuations the spins lose phase faster than with fluctuation.

For large number of flips we solve the problem by introducing the parameter v - the average
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frequency of flipping. At each flip the phase can be changed by

1
+v (B1 — By)

14

(C.17)

After a time ¢ = 7 the deviation from the average, which is zero phase difference, will be

AD = \/n7y (B — By) % =~ (B — By) \/g (C.18)

Choosing a phase difference of 1 as the out of phase state we obtain a relation between the

dynamic dephasing time and the static dephasing time
ATdynamic = ATgtatic ¥ (VATstatic) (Clg)

In the limit #ATstqt:c > 1, which means rapid fluctuations compared to the spins precession
rate (or in other words, large number of fluctuations during the time the echo is being built)
we get an increase in the dephasing time, which is the motional narrowing effect.

Since the dephasing time is related to the field distribution by a Fourier transform we
conclude that on a time scale of ATyynams. the dynamic field distribution can be averaged to a
static field distribution which is narrower than the original time independent field distribution
by the factor @. We can therefore replace Eq C.11 with the following distribution (in the

rotating frame)

2
5B B
727 exp —< ) dB (C.20)
14

T2 measurements

As was mentioned before we, expect the fluctuating case to be irreversible in time. In the
static case we assumed that each spin rotates with a constant angular velocity, and only the
7 pulse reversed this angular velocity once, as can be seen in Eq C.9. Since the fluctuations
cause reversion many times, we conclude that the treatment of the attenuation effects should
be similar to Eq C.9. A detailed calculation can be found in ref [11], which yields a result of

the form
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M;(t = 7) = %fyh [0, - <1 - %) ,0] (C.21)

Comparing Eq C.21 with Eq C.10 for ¢ = 7 shows us how the time irreversibility attenuates
the signal from the value —%’yh to —%'yh <1 — %) The total magnetization means integration

of Eq C.21 with the field distribution of Eq C.20. This leads to

2

VAVB)2<1 t>exp _72@_7);%32) 5) (C.22)

M(t) <
The experimental technique for measuring 75 is to repeat the spin echo experiment with a
different 7 in each case, and measure the signal intensity as a function of 7. The slope of the

resulting graph gives us the desired T5.

T1 measurement

In the previous case we found the effect of the z component of the fluctuating field on the
signal intensity. Although the magnetization component in the zy plane remains the same for
each spin the total magnetization does decrease due to dephasing among the spins. But what
about the fluctuations in the x and y direction? They will cause the spins in the zy plane
to rotate in the yz and xz planes. Those spins gain a z component which means that they
change their energy (due to the static field in the z direction). We thus see that the z and y
components of the fluctuating field are responsible for the thermal equilibrium process. Unlike
the z component process, this one causes the attenuation of the signal due to a decrease in the
x and y components of the magnetization of each spin. We can characterize this relaxation

process as

M (£) = Mo exp <_Ti1> (4.28)

Where T7 is the time scale for the relaxation. A pulse sequence to measure this time is shown

in Fig C-7. In the beginning all the spins are in the same state - |T). The comb of the short
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Figure C-7: A schematic pulse sequence for measuring T;.

pulses causes them to lose their coherent state by the dephasing process, and reach a new
state with no net magnetization in the z direction. This can be understood by thinking of the
series of pulses as a continuous pulse that induces transitions between the energy levels. For
a strong enough pulse the new state will have the same population for all the energy states,
which means no magnetization in the external field direction (ref [18] section 1.3). This means
that after the comb ends the only spins that can be manipulated are those that flipped back
to the z direction and returned to the same quantum state - |1). The amount of those spins is
proportional to exp <_T11)7 and since after the time 7" we apply a usual spin echo sequence, we
T

expect to receive an echo which its intensity is proportional to exp <—T—1) . By repeating this

sequence with different 7’s we can deduce the value of 77.
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